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When customers arrive, service providers often collect information to generate delay forecasts. We study

how delay data-collection and forecasting systems can be designed to improve customer satisfaction. We

assume that customers may be loss-averse in the sense that an increase in the expected wait causes more

distress than the positive response caused by an equivalent decrease and that they may be risk conscious in

that an increase in the variance of expected delay reduces utility. Our goal is to find the structure of delay

information that optimizes the customers’ experience while waiting. Delay forecasts follow Bayes’ rule, given

a prior distribution, the additional information collected for a particular customer, and the passage of time.

We find that when loss aversion dominates, the optimal delay information focuses on the tails of the delay

distribution. When risk consciousness is dominant more traditional information about the duration of delay–

along a continuum from ‘short’ to ‘long’–is optimal, and this information should be most precise about the

longest delays. The optimal information design also affects the timing of delay revelation. When customers

are loss averse, it is optimal to avoid changes in expected delay over time, so that waiting times are revealed

as customers go into service. When customers are risk conscious, it is optimal to provide information so that

they learn the good (or bad) news immediately, when they arrive.
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“People do not remember what you say, they remember how you made them feel”1

1. Introduction

When a customer has to wait, service providers often share delay forecasts that are derived from

data specific to that customer. In an emergency department (ED), for example, a delay forecast may

be based on a particular patient’s Emergency Severity Index (ESI) and the level of congestion in

the ED. It is usually assumed that service providers should collect this information, and formulate

forecasting models, to minimize the mean-squared error (MSE) or similar measures of forecast

inaccuracy (e.g., Ang et al. 2016; Bassamboo and Ibrahim 2021; Kuo et al. 2020).

1 Source uncertain. This saying, and variations, have been attributed to Maya Angelou and Carl W. Buehner
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The impact of a forecast on a customer’s experience, however, may be influenced by factors

besides accuracy at one point in time. Therefore, in this paper we generate forecasts to optimize

each customer’s experience over the duration of the delay before service. Our model of the cus-

tomer’s experience incorporates two potential sources of disutility. The first source stems from the

asymmetric impact of forecast inaccuracy: an under-estimate in the expected wait may cause more

distress than the positive response caused by an equivalent over-estimate (Yu 2020). Following

Kahneman and Tversky (1979), we use the term loss averse to describe customers who experience

greater disappointment when delays are longer than expected.

The second source of disutility accounts for the anxiety caused by uncertainty; as Maister (1985)

wrote, “Uncertain waits are longer than known, finite waits.” The traditional MSE is one measure

of forecast quality, but the MSE is only calculated once, to compare the forecast with the realized

delay. Our measure of the disutility caused by uncertainty, on the other hand, is accumulated over

the duration of the delay as customers receive forecast information from the service provider, as

time passes, and as customers update their delay expectations. We use the term risk conscious

(Anunrojwong et al. 2020) to describe customers who are sensitive to this uncertainty throughout

their wait. Given an objective function that takes loss aversion and/or risk consciousness into

account, our model allows us to identify the type delay information (e.g., about customers and

congestion) and the resulting forecast that is most valuable for maximizing customer satisfaction.

Our model assumes that before arrival, all customers share a common prior delay distribution

that is known to both the service provider and the customers. When a customer arrives the ser-

vice provider collects customer-specific data that provides imperfect information about customer’s

actual waiting time. Then the service provider uses Bayes’ rule to update the customer’s delay

distribution given the information and communicates this posterior distribution to the customer.

We call this shared posterior distribution the delay forecast. Our focus is on the design of the per-

sonalized information to be collected for each customer and therefore the optimal attributes of the

forecast. For example, for an ED, our model shows that it may be worthwhile to put more effort

into collecting detailed diagnostic and congestion information to improve the precision of forecasts

for patients experiencing the longest, rather than intermediate, delays.

Our approach to this information design problem is general; in our initial framework we make no

assumptions about the shape of the prior distribution and the structure of the delay information

collected by the service provider. In traditional forecasting systems, data are usually used to classify

patients along a continuum of the duration of delay, e.g., ‘short’, ‘medium’, and ‘long.’ We call

this an ordinal information structure. Our model also allows for any other type of information

structure, such as the identification of the very longest delays, or the classification of patients

into rough categories such as ‘extreme’ (longest or shortest delays) vs. close to the middle.This
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allows us to identify the globally optimal structure that may be distinct from what is typically

seen in practice, and therefore encourage practitioners to identify new sources of data to improve

the customer experience.

In general, poor design of delay forecasts can cause direct harm, as customers suffer from emo-

tional whiplash and make plans based on poor information. Poor forecast design can also lead to

other harmful behaviors, such as emergency department patients who give up and leave without

being seen by a provider. Our model of customer utility, with both loss aversion and risk conscious-

ness, may be seen as an antecedent to such reneging behavior, although here we will assume that

customers do not abandon while waiting. Therefore, the model directly applies to those ED’s in

which nearly all patients who require service do not leave without being seen (e.g., under 2% of

patients leave without being seen at the Level 2 trauma center studied in Polevoi et al. 2005). It

also applies to situations when a customer is committed to waiting, e.g., for the completion of a

service that has started and cannot be interrupted such as auto, cell phone and computer repair.

Analysis of our model and our numerical experiments show that when customers are loss averse,

an ordinal information structure is not always optimal. This is because such structures may lead

to forecasts that generate unwarranted hope of a short delay, followed by disappointment while

waiting. We identify an information design that performs better: data that excludes customers

that are in either tail of the delay distribution. This information minimizes variation in expected

delays over time, and hence minimizes customer disappointment as time passes. However, forecasts

generated from this information leaves tail customers initially with a great deal of uncertainty–they

do not know whether they are in the left or right tail–and hence is not well suited for risk-conscious

customers. For risk-conscious customers, we find that ordinal designs are nearly always optimal,

and information about the longest delays should leave the least residual uncertainty (the highest

precision), with precision decreasing for shorter delays. We find, as well, that if we constrain

information to be ordinal, then for loss averse customers it is optimal to be the most precise

about both the shortest and longest delays. In general, when designing information and forecasts

to maximize utility, our model highlights trade-offs among (i) the initial impact of a delay forecast,

(ii) changes in utility as time passes, and (iii) the final effect on utility when the customer enters

service.

The next section reviews related literature on delay information and customer satisfaction. Sec-

tion 3 describes the model and works through a representative numerical example. In Section 4 we

analyze the model when there is a single delay forecast at the time the customer first arrives, as is

common in practice. The Section focuses on tractable special cases: three possible delay outcomes

in §4.1 and a continuous delay distribution with loss-averse customers in §4.2. Section 5 describes

numerical experiments motivated by the analytical results from Section 4; the experiments cover



4

a wide range of delay distributions and explores optimal information strategies for customers who

may be loss averse, risk conscious, or a mixture of both. While Sections 4-5 focused on a single delay

forecast, Section 6 considers multiple delay forecasts, broadcast throughout the customer’s waiting

time. Finally, Section 7 lays out a set of basic principles for optimal delay information design based

on the previous analytical results and numerical experiments, and the section concludes with a

discussion of the practical implications of the work and topics for further research.

2. Literature Review

Within the economics literature our model has much in common with Ely et al. (2015), who

describe how to design entertainment experiences, such as a mystery novel or a sporting event,

with an optimal information revelation sequence so as to maximize the consumer’s pleasure from

suspense and surprise. Our model, however, is formulated to describe the experience of waiting,

and a crucial aspect of our model is that information is revealed by the passage of time as well as

by information collected and shared by the service provider.

Guda et al. (2020) use the framework developed by Ely et al. (2015) to analyze process trans-

parency. They consider whether to provide information about progression through a multi-staged

task to delay-sensitive consumers. They model the evolution of the beliefs of loss-averse consumers

about the completion of the whole task over time and study under which circumstances revealing

the completion of subtasks improves the consumer experience. They find that loss aversion favors

not sharing progress information, while diminishing sensitivity (to news) does the opposite. In their

paper, the firm’s decision is binary (whether to reveal the completion of a subtask or not), while in

ours, we identify among all possible information structures those that are consistent with Bayes’

rule and minimizes disutility from both loss aversion and sensitivity to uncertainty.

Also related is the literature on Baysian persuasion, as introduced by Kamenica and Gentzkow

(2011). They describe an information design problem in which a ‘Sender’ communicates signals to

a ‘Receiver’ about an uncertain state of the world. Upon receiving a signal, the Receiver chooses

an action, and payoffs to the Sender and Receiver depend on both the action and the state. The

Sender’s design problem is to choose signals that maximize her payoff. This framework has been

applied to numerous settings, including but not limited to: Internet advertising (Rayo and Segal

2010), communication in organizations (Jehiel 2014), government (Gehlbach and Sonin 2014),

medical research (Kolotilin 2015, Schweizer and Szech 2018), and banking (Gick and Pausch 2012,

Goldstein and Leitner 2018). While the models in these papers assume that the agents who receive

messages are expected-utility-maximizers, Anunrojwong et al. (2020) develop a convex optimization

framework for the persuasion problem when the Receiver’s utility is nonlinear in beliefs about the

uncertain state. Their model allows for a wide range of utility functions for Receivers who are
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sensitive to uncertainty, and they call such Receivers risk conscious. For our model, we will use

this term for customers who are sensitive to uncertainty in delay.

Note that in the Bayesian persuasion framework, the Sender has a utility function that differs

from the Receiver, and the Sender designs signals to influence the Receiver’s actions. In our model

the Receiver does not choose an action. Rather, the Sender’s goal is to maximize the utility of the

Receiver; their utilities are aligned.

Communicating delay information is important in service operations because it may affect both

customers’ evaluation of service (Hassin 1986) and system throughput (Hassin 2007). Most analyt-

ical research in this area models customers as using delay information to estimate the distribution

of delay, to determine expected waiting costs, and then to decide whether to wait in queue or leave.

In the call center setting, Whitt (1999) analytically shows that if the service provider announces

anticipated delays, customers are more likely to balk (leave immediately upon arrival) when all

servers are busy than renege (leave after waiting for some time) and this reduces the system’s

average delay. Following up on Whitt (1999) researchers have also considered different levels of

information (Guo and Zipkin 2007), more general forms of balking and abandonment (Armony

et al. 2009), the credibility of announcements (Allon et al. 2011), priority queueing systems (Yu

et al. 2017), and heterogeneity in the information available to customers (Hu et al. 2017).

Allon and Bassamboo (2011) focus on the timing of the provision of delay information and Cui

and Veeraraghavan (2016) examine the impact of information about the service parameters of the

system, rather than delay information. Lingenbrink and Iyer (2019) apply the Bayesian persuasion

framework to a queueing system where customers may balk or abandon, and Anunrojwong et al.

(2022) apply the framework to queueing systems with users who are heterogeneous in their ability

to access alternative service options. Recall from above that Anunrojwong et al. (2020) also apply

Bayesian persuasion to agents with nonlinear utility structures; a special case of their model is the

problem of optimally sharing waiting time information with risk-conscious customers. Shumsky

(1998) examines how forecasts of airline delays can be optimized to improve air traffic management,

given a penalty when forecast errors accumulate over time (analogous to risk-conscious customers)

as well as a cost to update forecasts.

There is also a growing empirical literature that documents the impact of delay announcements

on customer behavior and satisfaction. Hui and Tse (1996) study how customers evaluate services

given delay announcements, while Akşin et al. (2016), focuses on customer abandonment. Yu et al.

(2016) use call-center data to estimate the true cost of waiting. Yu et al. (2021) conduct a field

experiment to measure the degree of customer loss aversion and the impact of delay announcements.

This study formulates a structural model in which customers update their delay expectations, given

the service provider’s announcement. This is similar to the Bayesian updating incorporated into our
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model, although we overlay a structure that allows the service provider to determine the optimal

information structure. Yu et al. (2020) conduct a field experiment with a ride-sharing platform

to assess the impact of the magnitude and frequency of delay announcements on abandonment

from a virtual queue. Mogre et al. (2020) conduct an experiment to show how lead-time quotes

(or delay announcements) serve as reference points for customer beliefs, and based on their results

they formulate a model in which the firm chooses a price and lead-time quote to maximize total

welfare in a single-server queue.

In most of these papers–both analytical and empirical–reneging and balking are used as proxies

for the customer’s experience, as customers anticipating a long delay are more likely to quit waiting

or not join the queue at all. In this paper, we formulate a model for how delay forecasts affect the

customer’s experience while they wait. That is, our model seeks to capture the emotional impact

of delay information on the entire waiting experience, from arrival until entering service.

There is also a stream of papers in the ED setting to study the effects of publishing delay informa-

tion on patients’ hospital selection (Xie and Youash 2011), coordination within hospital networks

(Dong et al. 2015) and patient satisfaction (Shah et al. 2015, Ansari et al. 2018). Both Shah et al.

(2015) and Ansari et al. (2018) study the impact of announcing delays on patient satisfaction.

Shah et al. (2015) observe that the patients who received delay information were more satisfied

overall. Ansari et al. (2018) find that announcements that overestimate delays lead to an increase

in patient satisfaction due to patients’ loss aversion, but announcements that overestimate delays

by too much may have negative impacts on patients’ waiting experience. While these two papers

empirically document the relationship between patient satisfaction and delay announcements, they

do not address the problem of how to design optimal forecasts.

In sum, the existing literature has primarily focused on the expected wait, and the decision of

whether to join or leave the system given that expectation, while the focus of this paper is on

modeling and optimizing customers’ satisfaction with regard to their experienced wait.

3. A Model of Delay Information and Customer Satisfaction

Consider a customer who arrives at time t = 0 and whose service starts at some time ω ∈

{1,2, . . . , ω̄}, where ω̄ is the latest possible service start-time. Note that we will use the terms ‘delay’

and ‘service start time’ interchangeably. That is, a delay of duration ω implies that service begins

at time ω. For now, assume that both the underlying model of time t and the delays themselves

are discrete; we will consider a continuous-time model in Section 4.2.

We will use subscripts to represent the service start-time for a particular customer and super-

scripts to represent the current time as time moves forward. The service start-time is distributed

as a random variable Ω with probabilities g−1
ω = Pr(Ω = ω), ω ∈ {1,2, . . . , ω̄}, mean E[Ω] = v−1,
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and distribution g−1 = (g−1
1 , g−1

2 , ..., g−1
ω̄ ). The superscript −1 indicates that this distribution is a

prior distribution and is known to both the service provider and the customer before the customer

arrives. In an ED, for example, the prior distribution may depend on the day of week, the time of

day, and other factors known to both the patient and service provider. In addition, the customers’

(accurate) priors may be formed from delay information that is available through the Internet (e.g.,

Groeger (2019), Health (2012)), billboards showing real-time waiting-times, word of month, and

past experience.

For each customer arrival, the service provider uses an information system to generate specific

data about that customer, e.g., customer attributes and real-time congestion data. The service

provider uses Bayes’ Rule to incorporate the new information into the prior, generating a posterior

delay distribution that is then shared with the customer.2 We use the term forecast to indicate

the posterior distribution generated by the service provider and announcement to indicate that

forecasts are shared with all customers in a particular period. We assume that the number and

timing of announcements is exogenous and will focus on two cases: a single announcement when

customers arrive (this Section and the following two Sections), and multiple announcements in each

and every period that the customer waits (Section 6). We also assume that the service provider is

truthful when reporting the forecast.

Figure 1 Timeline of updates of delay distribution g̃t for a customer with delay ω and a single announcement at

time t= 0.

After the forecast announcement at t = 0, the customer continues to update the delay distri-

bution, given the passage of time, but without additional information from the service provider.

Figure 1 shows the information m available to the service provider as well as the evolution over time

of the distribution g̃t. Section 3.1 will describe the service provider’s information structure and how

2 For example, delay distributions may be communicated via a visualization of the distribution or a heat map.
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the service provider and customers update distributions, Section 3.2 will describe the customer’s

utility and the service provider’s objective, and Section 3.3 will step through a numerical example

to show how the customer experience is shaped by a forecast derived from an ordinal information

structure.

3.1. Delay Information and Forecasts

Consider a customer who arrives at t= 0 and will enter service at t= ω. When the customer arrives,

the service provider’s system generates information m ∈M= {A,B,C, · · · }; we call realization m

the information system’s outcome. Let fω(m) be the probability that outcome m is observed when

the actual start time is ω, 0≤ fω(m)≤ 1 and
∑

m∈M fω(m) = 1. The cardinality of M is M ; this

is the number of distinct outcomes, or delay categories, identified by the information system. For

example suppose that ω̄= 6, M = 2, fω(A) = 1 for 1≤ ω≤ 3 and fω(B) = 1 for 4≤ ω≤ 6. Therefore,

this information system would be capable of distinguishing between the three shortest and three

longest delays; if each index t represents a half hour of delay, then this information system can

determine whether a particular customer’s delay is less than, or greater than, 90 minutes. For a

given cardinality M , we will optimize the model over the values of fω(m) so that the solution will

characterize the requirements of the information system that maximizes customer utility.

This model provides us with two levers to describe the amount of information provided by the

data-collection system. First, the cardinality M describes the system’s granularity. When M = ω̄,

the technology is fine enough to distinguish among all service start-times, while M = 1 implies that

the technology is not capable of partitioning the set of possible start-times and is therefore useless.

In general, a larger M implies a more sophisticated technology.

Second, the range of fω(m) captures the discriminatory power of the system. We will assume

that fω(m)∈ {0,1}. This implies a high degree of discrimination–that is, the system can distinguish

perfectly between ‘adjacent’ delays. This assumption helps to make the problem more tractable

and leads to more intuitive results. Given that fω(m)∈ {0,1}, an information structure corresponds

to a partition of {1, ..., ω̄} into M subsets, and optimization allows us to see which delays should

be grouped into distinct delay categories. In the concluding Section 7 we will discuss information

systems where 0< f < 1.

Via Bayes’ rule, the updated delay distribution in period t= 0 after observing outcome m is

g0T (m) =
g−1
t fT (m)∑ω̄

τ=1 g
−1
τ fτ (m)

, for 1≤ T ≤ ω̄ and m∈M.

The service provider shares this distribution with the customer as an updated delay forecast at the

end of t= 0. Then, as the customer waits, the service provider does not make additional announce-
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ments. The passage of time, however, enables the customer to update the delay distribution. In

period t, the updated distribution is:

gtT (m) =
gt−1
T (m)∑ω̄

τ=t+1 g
t−1
τ (m)

, for 1≤ t≤ ω̄− 1, t+1≤ T ≤ ω̄ and m∈M.

We use x̃ to indicate that x is a random variable and bold x to indicate that that x= (x1, x2, . . .)

is a vector. As the outcome m depends on the actual, realized start time, the updated distribution

is a random variable. With this notation, let the customer’s updated delay distribution in period

t be denoted by g̃t = (g̃tt+1, g̃
t
t+2, ..., g̃

t
ω̄). Let the realized sequence of updates for a customer who

receives his service at the beginning of period ω be g̃ω = (g−1, g̃0, g̃1, ..., g̃ω−1). The utility of the

customer who will be served at time ω, Uω(g̃ω), depends on the sequence of updates until ω− 1,

g̃ω, and the start time ω (when a customer goes into service, the distribution collapses to ω with

probability = 1.). We will describe the components of the customer’s utility below.

Let f = (f 1, . . . ,f ω̄), where fω = (fω(A), fω(B), . . .) be the information outcome probabilities

for a customer who receives service in period ω. From the Bayesian updating equations above, it

is clear that the sequence of updates g̃ω depends on f . Now, we can define the service provider’s

optimization problem:

max
f

EΩ{UΩ(g̃Ω(f))} (1)

Given that fω(m) ∈ {0,1}, a solution partitions {1, ..., ω̄} into M subsets, each corresponding

to a unique outcome. It is important to note that the meaning of each outcome only becomes

clear when the partitioning is given. As the goal will be to find the partitioning that maximizes

expected customer utility, the meaning of each outcome is endogenous to our model. Consider

again the example with ω̄ = 6 and with fω(A) = 1 for 1 ≤ ω ≤ 3 and fω(B) = 1 for 4 ≤ ω ≤ 6.

Therefore delays are partitioned with ω ∈ {1,2,3} generating outcome A and ω ∈ {4,5,6} generating

outcome B; hence, outcome A (B) means ‘shortest’ (‘longest’) delays. Using alternate notation, this

partition may simply be described as AAABBB. We say that this information design has an ordinal

structure, for it partitions the possible delays into an ordered set of cohesive, contiguous regions.

If the prior is, e.g., uniform; g−1 = (1/6,1/6,1/6,1/6,1/6,1/6), then, ‘shortest delays’ corresponds

with an updated posterior distribution g̃0 = (1/3,1/3,1/3,0,0,0) and ‘longest delays’ corresponds

with the updated distribution g̃0 = (0,0,0,1/3,1/3,1/3). With this system design, customers with

service start times ω = 3 will learn that their delay is one of the shortest and their utility be

determined by the following sequence of updated distributions: g−1 = (1/6,1/6,1/6,1/6,1/6,1/6),

g0 = (1/3,1/3,1/3,0,0,0), g1 = (1/2,1/2,0,0,0), and g2 = (1,0,0,0) in periods t=−1, 0, 1 and 2,

respectively, before starting service at t= 3.
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Finally note that by the end of each period, when customer utility will be calculated, there is

no information asymmetry between the service provider and the customer–both have complete

information about the delay distribution, as in Ely et al. (2015). Therefore, there are a variety

of alternative descriptions of the real-world dynamics that are consistent with the model. For

example, we could assume that the customer observes outcome m directly and updates her own

delay distribution. Or, we could describe m as both an outcome from the information system and

a message sent from the service provider to the customer, and the Bayesian customer would then

update the distribution, given the prior and received message. This latter framing of the problem

would assume that the customer has complete knowledge of the provider’s information system and

message design and that the provider credibly commits to a messaging strategy.

3.2. Customer Utility

Utility will be calculated from the posterior means and standard deviations of the sequence of

delay distributions. Specifically, for a customer still waiting at time t and given all distributions

up to time t, the posterior expected start-time is:

vt(g̃t) =
ω̄∑

τ=t+1

τ g̃tτ . (2)

A property of vt(g̃t) is that it is a martingale and therefore EΩ

[
vt(g̃t)

]
= v−1 for 0≤ t≤ ω̄. That

is, the average over all customers is always equal to the prior mean.

The standard deviation of the customer’s posterior distribution at time t, g̃t, is:

σt(g̃t) =

√√√√ ω̄∑
i=t+1

g̃ti(i− vt(g̃t))2. (3)

Now we describe how changes in delay distributions affect customers’ utility in two ways: loss

aversion and risk consciousness.

Loss aversion: We assume that customers have asymmetric preferences about changes in the

expected service start-time. At each time t≥ 0, if the customer learns that her service will start later

than she expects, she becomes anxious and her utility decreases, while if she learns that her service

will start sooner than expected, she is pleased and her utility increases. Loss aversion implies that

the utility penalty due to an increase in expected waiting-time is larger than the benefit from a

same-size decrease in expected waiting time. This model is motivated by the initial concept of loss

aversion as described by behavioral economists (Tversky and Kahneman 1991) and by more recent

research showing how changes in beliefs can affect utility (Loewenstein and Molnar 2018), as well

as empirical evidence for loss aversion among customers of ride-hailing systems and call centers

(Yu et al. 2020, 2021).
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Total utility is calculated by accumulating the instantaneous utilities that she experiences due

to changes in beliefs during her wait (Kahneman et al. 1997). Thus, we assume that the impact of

the changes in the expected service start-time on customer utility is additive over time, which is

consistent with models in the behavioral operations and information design literature (Das Gupta

et al. 2015, Ely et al. 2015).

Specifically, let δ= vt−1(g̃t−1)−vt(g̃t) be the decrease in expected service start-time between two

adjacent time periods. We assume that the per-period utility is a function of δ: u(δ) = δ for δ ≥ 0

and u(δ) = λδ for δ < 0, where λ> 1 is the loss aversion penalty, similar to Gaur and Park (2007),

Aflaki and Popescu (2013), and Long and Nasiry (2014). Therefore, the total expected utility for

a loss-averse customer with service start-time ω and a given sequence of expected delays is:

UL
ω (g̃ω) =

ω−1∑
t=0

u(vt−1(g̃t−1)− vt(g̃t))+u(vω−1(g̃ω−1)−ω). (4)

The last term captures the moment the service starts at t= ω, and the customer learns the start

time ω perfectly.

Risk consciousness: For some customers negative utility will be generated by uncertainty in the

delay. Uncertainty may increase anxiety, affect a customer’s mood, and increase perceived waiting

time (Maister 1985, Larson 1988). Uncertainty may also have a concrete impact on customers,

e.g., it may diminish the customer’s ability to make reliable plans for when the service is over. We

define the total expected utility from uncertainty for a customer with service start time ω and a

given outcome to be the sum of the posterior standard deviations,

Uσ
ω (g̃ω) =−

ω−1∑
t=0

σ(g̃t). (5)

Following Anunrojwong et al. (2020), we call this aspect of utility risk consciousness. Similar

models have been derived for risk-measurement in portfolio theory (Markowitz 1952, Kroll et al.

1984), where common measures of utility capture the variance (or standard deviation) of returns.

We define the total utility for a customer with service time ω and a given series of delay distri-

butions as

Uω(g̃ω) =UL
ω (g̃ω)+βUσ

ω (g̃ω), (6)

where β is the weight given to risk consciousness. If β = 0 then the customer is purely loss averse.

We will use the shorthand “β = ∞” for when the customer is not at all loss averse or when

the customer’s relative level of risk consciousness is so high so that the customer’s loss aversion

can be ignored. Finally, the service provider’s objective is to maximize the expected utility, as in

optimization problem (1).
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Note that our objective, defined by (1) and (6), does not include a direct cost for waiting, e.g., the

opportunity cost of delay. Also, the objective does not include a direct cost for expected delay, e.g., a

cost representing the emotional toll of anticipating a long wait. These do not appear in the objective

because both quantities are invariant to the posterior distributions. First, the updated distributions

(customer beliefs) do not change the actual waiting-time. Second, the expected waiting-time, given

any outcome, is a martingale (see above) and therefore its expected value across all customers is

always equal to the prior v−1. As long as the cost of anticipated waiting is linear in the expected

duration of the wait, we can leave it out of the objective.

To reduce the notational burden, we occasionally drop the dependency on g̃ω from the arguments

in vt(g̃ω) and use ṽt instead. Similarly ŨL
ω and Ũσ

ω stand for UL
ω (g̃ω) and Uσ

ω (g̃ω).

3.3. Numerical Example

To illustrate, we calculate the posterior means, standard deviations and utilities for cus-

tomers exposed to a single announcement based on an information system with structure

AAABBB. Assume that customers have a symmetric prior service start-time distribution g−1 =

(1/12,2/12,3/12,3/12,2/12,1/12), i.e., service starts at ω= 1 with probability 1/12, at ω= 2 with

probability 2/12, etc. Given the structure AAABBB we first calculate the posterior probabilities,

expectations, and total loss aversion ŨL
ω for each customer. Then we consider the evolution of

standard deviation over time and calculate utility due to risk consciousness for each customer.
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Figure 2 (a) Expectation paths of vt(g̃t). Blue paths are for customers with outcome A and red paths are for

customers with outcome B (left); (b) Paths of posterior standard deviation σt(g̃t). Blue paths are for

customers with outcome A and red paths are for customers with outcome B (right).

Figure 2(a) shows how the customers’ expected start-times evolve, given the AAABBB structure.

The horizontal axis shows the time t and the vertical axis represents the posterior expected service

start-times, ṽt. Each line in the plot represents expectation paths of posterior expected service
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start-times for each possible service start-time ω. Note that many expectation paths overlap and

each path ends at the realized ω. To determine the path for a customer, start at the end of the

path and trace backwards. Paths are colored blue and red, to indicate whether a customer had

outcome A or B, respectively.

On the left-hand side of Figure 2(a), the initial expected service start-time when t = −1 is

v−1 = 3.5, the mean of the prior distribution. At time t = 0 customers with outcome A learn

that their start time is in the set {1,2,3} and receive an updated forecast distribution according

to equation (2). For example, given outcome A, g̃01 = (1/12)/(1/12 + 2/12 + 3/12) = 1/6 and the

posterior expected start-time for any customer with outcome A is ṽ0 = (1× 1/12+ 2× 2/12+ 3×

3/12)/(1/12+ 2/12+ 3/12) = 2.3. In Figure 2(a), this update is represented by the solid line that

moves from the point (−1,3.5) to the point (0,2.3). Similarly, customers with outcome B have a

new posterior expected value ṽ0 = 4.6 that is calculated from the condition that they must have a

start time in the set {3,4,5}.

Now consider how expected start times are updated when we move to t= 1. With no additional

announcement, the only new information is the passage of time. Customers with ω = 1 go into

service and therefore their start time is fully revealed. This also reveals information to customers

with ω = 2 or 3: they now know that they do not have ω = 1. They update their expected start

time appropriately: given outcome A at t = 0 and not going into service start time at t = 1,

ṽ1 = (2×2/12+3×3/12)/(2/12+3/12) = 2.6, as shown in Figure 2(a) by the dotted line that rises

from (0,2.3) to (1,2.6). For customers with outcome B, however, moving from t= 0 to t= 1 does

not convey any information, and therefore their expected start time does not change.

Now move from t= 1 to t= 2. Customers with ω = 2 go into service, fully revealing their start

time. Because outcome A only included those customers in the set {1,2,3}, reaching ω = 2 also

fully reveals the start time of those with ω = 3, because there is no other possible start times left

in the set. Meanwhile, the posterior expected start time for those with outcome B again does not

change. For time periods t= 4,5,6 a similar sequence of updates and revelations occurs for those

with outcome B.

Now we calculate the utility from loss aversion, ŨL
ω , for each customer. For numerical experiments

throughout this paper we will assume that the loss aversion penalty is λ= 2, a value suggested by

estimates of analogous parameters (Tversky and Kahneman 1992). First consider the total utility

for a customer with ω = 1. Following the expectation path for this customer in Figure 2(a), when

moving from t = −1 to t = 0, there is a drop in expected start time of service from 3.5 to 2.3.

This implies a gain in utility of v−1 − ṽ0 = 3.5− 2.3 = 1.16. Similarly, from t= 0 to t= 1, there is

another drop in expected delay and a gain of 2.3− 1 = 1.3. Therefore, the total utility for those
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with ω = 1 is 1.16+ 1.3 = 2.5, which is simply the difference between the prior mean 3.5 and the

ultimate service time ω= 1.

Now consider customers with ω= 2. As for ω= 1, when moving from t=−1 to t= 0, the customer

picks up utility 3.5− 2.3 = 1.16. From t= 0 to t= 1, however, the expected start time increases,

so that there is a loss in utility, λ(ṽ0 − ṽ1) = 2× (2.3− 2.6) =−0.53. Finally, when moving from

t= 1 to t= 2 there is a utility gain of 2.6− 2 = 0.6, for a total utility of 1.16− 0.53 + 0.6 = 1.23.

To evaluate total expected utility across all customers, we calculate the total utility along each

expectation path for each value of ω as in equation (4) and then find the overall expected utility

across all ω. For the ordinal single announcement with structure AAABBB, the expected utility

due to loss aversion, EΩ{ŨL
Ω}=−1.02.

Next, we calculate the posterior standard deviations and utility loss due to risk consciousness,

Ũσ
ω . As shown in Figure 2(b), all customers begin with a prior standard deviation (SD) of 1.4.

Given the outcomes at t= 0, customers learn whether they will have a short wait {1,2,3} or long

wait {4,5,6}, which reduces their SDs to 0.75. This is the posterior SD at t= 0 given outcomes A

or B because both the information structure and prior start time distribution are symmetric. At

t= 1, customers with ω = 1 go into service, reducing their SD to 0, and the remaining customers

with outcome A now know that they have either ω = 2 or 3, reducing their SD to 0.49. At t= 2,

both of these customers learn their true service start times. The evolution of SDs for ω= 3,4,5 are

similar.

To calculate Ũσ
ω , we do not include the prior SD σ−1, for this is independent of the information

structure. Therefore, the overall utility due to risk consciousness for a customer with ω = 1 is

−0.75 and for ω = 2 is −(0.75 + 0.24) = −0.99. Finally, the overall expected utility due to risk

consciousness, EΩ{Ũσ
Ω}=−2.19.

Now that we have demonstrated how to calculate the components of customer utility for the

AAABBB structure, we find the optimal structure by calculating utility for all 2ω̄−1 = 32 pos-

sibilities. We also calculate the MSE, EΩ{
(
Ω− v0(g̃0)

)2}, a more traditional measure of forecast

quality. Table 1 shows the optimal structure for each objective. The MSE-optimizing structure is

AAABBB, but this structure does not maximize either component of customer utility. Loss aver-

sion utility is maximized by AABBAA, and we call this an onion structure, for there are layers

of distinct outcomes to the left and right of a central outcome, as in an onion.3 Risk conscious

3 Onion information structures might seem improbable, but they are seen in services. For example, upon arrival and
before definitive diagnosis, an ED patient with chest pain may be having a heart attack (or suffer from angina) and
a long ED stay is likely, or it may be Gastroesophageal reflux disease (heartburn) and therefore discharge will be
quick. A building contractor may find that the cost and time to remove an internal wall to open up a kitchen might
be very small or very large, depending on the location of internal support beams. Therefore, some customers may
learn that they are in the tail of the cost distribution, without specifying which tail, while others learn that they are
in the middle.
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Objective Optimal structure MSE EΩ{ŨL
Ω} EΩ{Ũσ

Ω}
MSE, EΩ{

(
Ω− v0(g̃0)

)2} AAABBB 0.56 -1.02 -2.19

Loss Aversion, EΩ{ŨL
Ω} AABBAA 1.92 -0.72 -2.75

Risk Consciousness, EΩ{Ũσ
Ω} AAAABB 0.80 -0.98 -2.11

Table 1 Optimal structures for the numerical example

utility is maximized by AAAABB, with a partition for the longer delays (BB) that is smaller than

the partition for the shorter delays (AAAA). While these are the optimal designs for a particular,

symmetric prior distribution, we are interested in the optimal designs for other priors and other

information cardinalities (M > 2). We will examine these questions in the analysis and numerical

experiments in the following Sections.

4. Analysis for a Single Forecast Announcement

The general model with an arbitrary prior delay distribution and customers who are both loss averse

and risk conscious is intractable for analysis (e.g., see the discussion in Section 4.2). Therefore, in

the following subsections we examine two special cases. Section 4.1 analyzes the case when there

are two information system outcomes, ‘A’ and ‘B’, and three possible delay realizations. Despite

its simplicity, analysis of this model generates a number of insights about the optimal information

structures, insights that hold when we examine numerical experiments for more general cases. To

obtain further structural insights, in Section 4.2 we develop and analyze a continuous time model

with two information system outcomes and loss averse customers.

4.1. Analysis with Three Periods (ω̄= 3)

Here we will examine the optimal information structure, given that ω̄= 3. The three possible delays

ω will be labelled {1,2,3}, with prior probabilities (g−1
1 , g−1

2 , g−1
3 ) respectively, and these may be

interpreted as short, medium and long delays. There are three possible information structures at

t= 0: AAB, ABB, and ABA.4 If customers are purely loss averse, we show that an ABA structure

is always optimal.

Proposition 1. Assume that there is a single, initial announcement at t = 0. When ω̄ = 3,

β = 0 (customers are loss averse), and the number of outcomes M = 2, the information structure

ABA is optimal for any prior distribution and any λ> 1.

Proposition 1 is remarkable in the sense that for loss-averse customers with three periods and

two information outcomes, an ordinal structure is never optimal. The ABA onion information

structure distinguishes customers with very short or very long delays from those with moderate

delays; The onion structure is optimal because it flattens the expectation paths of the customers.

4 Or, equivalently, structures BBA, BAA, and BAB.
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That is, the true service time is revealed for customers with ω= 2, while for customers with ω= 1

and ω= 3 the posterior expectation remains close to the prior mean until the actual service times

are revealed at t= 1. This minimizes the degree of unwarranted hope, followed by disappointment,

experienced by these loss averse customers.

(a) β = 0 (b) β = 0.2 (c) β = 0.5

(d) β = 0.8 (e) β = 2 (f) β =∞

Figure 3 Optimal information structures for a single announcement with ω̄= 3, as β varies

If customers are purely risk conscious, β =∞, we find that any of the three possible structures

may be optimal and that there are linear boundaries between the regions of optimality.

Proposition 2. Assume that there is a single, initial announcement at t = 0. When ω̄ = 3,

β =∞ (customers are risk conscious), and number of outcomes M = 2, with prior g−1 = (g−1
1 ,1−

g−1
1 − g−1

3 , g−1
3 ). The optimal information structure is:

• AAB when g−1
1 ≤ 4g−1

3 and g−1
1 +5g−1

3 ≥ 1

• ABA when g−1
1 +5g−1

3 ≤ 1 and 2g−1
1 + g−1

3 ≤ 1

• ABB when g−1
1 ≥ 4g−1

3 and 2g−1
1 + g−1

3 ≥ 1

According to Proposition 2, ordinal strategies may be optimal for risk conscious customers, but

not always.
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Plot (f) in Figure 3 illustrates this result. In this plot the x-axis is g−1
1 , the y-axis is g−1

3 , and

each plot shows all values for the prior such that g−1
1 +g−1

3 ≤ 1 (we always set g−1
2 = 1−g−1

1 −g−1
3 ).

In the lower left-hand corner of Figure 3(f), when service is unlikely to start very early or very

late, i.e. g−1
2 is large, the onion structure is again optimal. This is because the ABA structure

reveals the service time for customers with ω = 2, eliminating all uncertainty for those with the

most likely delay. Likewise, in the lower right when g−1
1 is large, the optimal structure is ABB so

that those with ω = 1 are immediately aware that their delay will be short. Overall, however, the

AAB structure has the largest optimality region; this information structure immediately reveals

the status of those with the longest delay, ω = 3. This is consistent with the example in Table 1

and the numerical experiments of Section 5; we will see that when customers are risk conscious it

is often optimal to provide the most precise information to customers with the longest wait times.

Subplots (b) - (e) of Figure 3, generated numerically, show how the optimal information structure

changes as β increases. The ABA structure that is always optimal when customers are purely

loss averse gives way to ordinal structures for risk conscious customers. Section 4 in the Appendix

presents the optimal information structures for ω̄ = 4. There we see similar patterns, e.g., the

dominance of onion structures for low values of β and ordinal structures for high β.

4.2. Analysis in Continuous Time for Loss Aversion

To obtain additional structural insights, we develop and analyze a continuous version of the discrete

problem (1) with β = 0. We show that for two information outcomes and for a given set of prior

distributions, the optimal information structure is simple: either AB (ordinal) or ABA (onion). We

show that for this set of prior distributions, more complex information structures, such as ABAB

or ABABA, are not optimal. We also show that if the optimal structure is ABA, then the posterior

mean of the updated forecast is equal to the prior mean for each and every customer. The analysis

of the continuous model also highlights how the optimal structure balances customer utility when

the forecast is first sent, as time passes, and when service begins.

Consider a system with loss averse customers, with a maximum delay ω̄, and a single announce-

ment when customers arrive. There are no additional announcements after t = 0, and two infor-

mation outcomes are possible, m ∈ {A,B}. We first rewrite the discrete-time objective function

of problem (1) to show that customer utility is separable into time-based components, which we

label the beginning, middle and end effects. We then formulate this objective in continuous time

and show that it is a constrained maximization problem over a convex function. This formulation

allows us to show that for a particular class of prior distributions, the optimal solution is at a

corner point.

Recall that ṽt is the ex ante expected start time of service provided that the customer did not

start service yet in period t. ṽt depends on the outcome m, via the information structure. Let
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pm be the probability of outcome m for any given customer and vtm be the posterior conditional

expected value in time period t after generating outcome m. For t ≥ 1 and any outcome m, the

expected conditional start time of service only rises with the passage of time. That is, vtm−vt−1
m ≥ 0

for 1≤ t≤ ω− 1. In addition, for a customer who goes into service at t= ω, vω−1
m −ω ≥ 0 because

when the customer reaches ω − 1 without going into service, the expected remaining delay is at

least one period in the future. Therefore, we can rewrite the expected utility due to loss aversion,

the expected value of expression (4) as:

ω∑
ω=1

∑
m∈{A,B}

fω(m)( {v−1 − v0m}+ −λ{v0m − v−1}+︸ ︷︷ ︸
beginning effect, v−1−v0m−(λ−1){v0m−v−1}+

− λ
ω−1∑
τ=1

(vτm − vτ−1
m )︸ ︷︷ ︸

middle effect, vτm>vτ−1
m

+ (vω−1
m −ω)︸ ︷︷ ︸

end effect, vω−1
m >ω

)g−1
ω (7)

The three terms on the right-hand-side in (7) correspond to what we call the beginning, middle,

and end effects. The beginning effect in (7) is due to the change in the prior after the outcome

is observed at t= 0 via Bayes’ rule. After this initial update, the prior is revised upward as time

passes, until it reaches ṽω−1, representing a penalty for these loss-averse customers; that is the

middle effect, the second term in (7). The end effect, the third term in (7), always contributes

positive utility as the customer receives the good news that she is going into service.

We will rewrite equation (7) to show that the utility can be expressed as an even simpler trade-off

between the loss of utility at t= 0 due to the initial announcement vs. the duration of expected

delay just before going into service, which determines the intensity of the positive surprise at the

end of the delay. The overall customer experience depends on how the initial forecast balances these

two quantities. Notice that as time progresses and the posterior expected value always increases

over time, the cumulative effect, which is the middle effect, depends only on the difference between

the posterior at time t = 0 and time t = ω − 1, i.e., right before entering service; λ(v0m − vω−1
m ).

Using the martingale property of Bayesian posteriors,
∑ω

ω=1

∑
m∈{A,B} fω(m)v0mg

−1
ω = v−1, we can

simplify equation (7) further:

ω∑
ω=1

∑
m∈{A,B}

fω(m)
[
v−1 − v0m − (λ− 1){v0m − v−1}+ +λ(v0m − vω−1

m )+ (vω−1
m −ω)

]
g−1
ω

=
ω∑

ω=1

∑
m∈{A,B}

fω(m)[v−1 − v0m]g
−1
ω︸ ︷︷ ︸

=0 (martingale property)

− (λ− 1)
ω∑

ω=1

∑
m∈{A,B}

fω(m)[{v0m − v−1}+ + vω−1
m ]g−1

ω

+
ω∑

ω=1

∑
m∈{A,B}

fω(m)[λv0m −ω]g−1
ω︸ ︷︷ ︸

=(λ−1)v−1 (martingale property)



19

= −(λ− 1)(
ω∑

ω=1

∑
m∈{A,B}

fω(m)[{v0m − v−1}+ + vω−1
m ]g−1

ω − v−1) (8)

= −(λ− 1)( Eṽ0{{ṽ0 − v−1}+}︸ ︷︷ ︸
expected beginning effect

+EṽΩ−1{ṽΩ−1 − v−1}︸ ︷︷ ︸
expected end surprise

)

With this formulation, notice that when there is no loss aversion, i.e. when λ= 1, the expected

utility under any information structure is equal to zero. This is intuitive as due to the martingale

property of posterior beliefs, in expectation, the posterior increases as much as it decreases. If equal

weight is associated with increases and decreases, in expectation, these cancel out. Note also that

because −(λ− 1) can be factored out of the objective, as long as λ> 1 the optimal solution to the

maximization problem does not depend on the specific value of λ.

From this formulation we see that the objective is to minimize the sum of the beginning effect,

the expected value of {ṽ0 − v−1}+, and the expected value of the end surprise, when entering

service, ṽΩ−1 − v−1. While this formulation is simple to interpret, it is still challenging to analyze

and develop insights into the problem. Even with a single announcement and just two outcomes,

there is an exponential number of strategies to consider (2ω̄−1). Therefore, for analytic tractability

we replace the prior discrete distribution over Ω with a continuous density over [1, ω̄] with density

g(ω)> 0 and cumulative distribution function G(ω). The continuous formulation allows us to derive

structural properties of the problem. Now, v−1 =
∫ ω̄

1
ωg(ω)dω is the prior expected start-time.

Then, instead of decision variables f , the decision variable is a function fm(ω) : [1, ω̄] 7−→ [0,1] for

m ∈ {A,B} with fA(ω) + fB(ω) = 1 for all ω ∈ [1, ω̄]. The analogue of equation (8), formulated in

continuous time, is,

−(λ− 1)

∫ ω̄

1

∑
m∈{A,B}

[{v0m − v−1}+ +(vm(ω)− v−1)]fm(ω)g
−1(ω)dω

 (9)

with vm(ω) =

∫ ω̄

ω
ω̃fm(ω̃)g

−1(ω̃)dω̃∫ ω̄

ω
fm(ω̃)g−1(ω̃)dω̃

and v0m = vm(1)

This infinite-dimensional optimization problem, with maximization over the function fm(ω), is also

challenging. We follow the the approach of Kamenica and Gentzkow (2011) and re-formulate the

problem in terms of the posterior (tail) distribution of the start time of service, after generating

an outcome. Let pm =
∫ ω̄

1
fm(ω̃)g

−1(ω̃)dω̃ be the ex ante probability that the customer generates

outcome m and p= (pA, pB), pA+pB = 1. The prior expected value can be expressed as a function

of the prior tail distribution, Ḡ(ω) ≜ 1 − G(ω) and v−1 = 1 +
∫ ω̄

1
Ḡ(ω)dω. With two outcomes

m ∈ {A,B}, we denote with a slight abuse of notation, Ḡm(ω) as the posterior tail distribution

and v0m ≜ 1+
∫ ω̄

1
Ḡm(ω)dω as the posterior expected value, right after outcome m∈ {A,B} at time
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t= 0. For any given p and (ḠA(ω), ḠB(ω)), the information structure f(ω) is uniquely determined

and vice versa.

In equation (9), the posterior immediately after generating outcome m at t= 0, v0m, depends in

a straightforward way on Ḡm(ω). The posterior at any time t = ω, which we denoted as vm(ω),

however, is non-trivial. Proposition 3 provides an explicit formulation that will allow us to obtain

insights as to how the information structure affects customer utility.

Proposition 3. The continuous optimization problem (9) for loss averse customers can be writ-

ten as:

max
p,G

−(λ−1)×

( ∑
m∈{A,B}

pm

[
{1+

∫ ω̄

1

Ḡm(ω)dω︸ ︷︷ ︸
=v0m

−v−1}++
∫ ω̄

1

T (Ḡm(ω))dω

]
−v−1

)
s.t. (p,G)∈ G.

where T (G) = −G ln(G) and G ≜ {(p,G) such that Ḡm(ω) is continuous non-increasing with

Ḡm(1) = 1 and Ḡm(ω̄) = 0 and for which
∑M

m=1 pm(Ḡm(ω) − Ḡ(ω)) = 0 for all ω ∈ [1, ω̄] and∑
m∈{A,B} pm = 1.

Here, G is the set of all posterior tail distributions of the start time that can be generated via a

system with two outcomes {A,B} and for which the probability of these outcomes is p.

For a given p, Proposition 3 highlights the structure of the (continuous) maximization problem:

The constraints of G are linear in the posterior tail distribution Ḡm(ω). As −T (G) is convex in G

in the second term of the objective that is to be maximized, the standard solution approach using

Pontryagin’s maximum principle cannot be applied.

To obtain insights into the structure of the optimal solution, consider a partitioning of [1, ω̄] into

K segments via thresholds ω = (ω1, ω2, ..., ωK−1) with 1 = ω0 < ω1 < ... < ωK−2 < ωK−1 < ωK = ω̄.

Without loss of generality, let outcome A be given in segment [ω0, ω1), outcome B in [ω1, ω2), A

in [ω2, ω3) and so on. For a given p, any pair of continuous posterior tail distributions Ḡm(ω) that

satisfies (p,G)∈ G can be approximated by

Ḡm(ω;ω,p) =

∑
k:outcome m in[ωk−1,ωk)

∫ max(ω,ωk)

max(ω,ωk−1)
g(ω)dω

pm
,

for a large enough K and appropriate ω. Intuitively, we introduce an information structure

ABABABA... over K intervals for a given p, and we will first optimize over the thresholds ω (and

then over p). While, in principle, we might need an infinite number of intervals (K = +∞), the

formulation of Proposition 3 below allows us to show that an information structure with a finite

number of intervals is sufficient. It turns out that under certain conditions of the prior distribution,

we need not consider more than three intervals (K = 3).
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Figure 4 illustrates the proof idea for K = 6. Assume that all intervals are non-empty; ωk−1 <ωk

for k = 1, ...,6. Next, we take two consecutive segments with outcome B—the shaded segments

in Figure 4, [ω1, ω2)∪ [ω3, ω4)—and fix the probability mass in each of these segments, as well as

the posterior mean, v0B of the structure. Thus, we impose two conditions on the mass and one

condition on the posterior expected value5. Therefore, the problem has three constraints. Out

of four thresholds (ω1, ω2, ω3, ω4), only one threshold, say ω1, can be freely changed under these

constraints. As the posterior mean and the probabilities in each segment are fixed, increasing ω1

shifts up the lower segment and down the upper segment, or, vice versa, as indicated by the arrows

in Figure 4. We show that, under some conditions of the prior and the aforementioned constraints,

the objective (to be maximized) is convex in ω1. This implies that to maximize the customer utility,

either the middle segment A must be eliminated (the arrows that point to each other), or, one of

the two adjacent segments A must be eliminated (arrows that point outward). Thus, it suffices to

consider ω with strictly fewer segments, as long as there are two B segments that can freely be

adjusted under the three constraints, i.e. K ≥ 5. Furthermore, we show that under one additional

condition on the prior, the objective for K = 4 can further be improved by eliminating one interval.

Therefore, under these conditions, for any given posterior expected value, the optimal solution

must have three segments or less, i.e., K ≤ 3. Finally, for K = 3, keeping only p fixed and also

optimizing over the posterior expected value, i.e. the first term {ṽ0m − v−1}+, we show that either

the optimal structure is onion, K = 3, with the posterior mean equal to the prior mean, or the

optimal structure is ordinal, K = 2:

ω

A B BAA B

1 ωω1 ω2 ω3 ω4 ω5

Figure 4 Proof idea for K = 6. When changing ω1, keeping the probabilities in the two shaded areas in which

outcome B is given and keeping the posterior expected value, v0B constant, the customer utility increases

when either the A region sandwiched in between the two shaded areas is eliminated, or, one of the

adjacent A regions is eliminated. Starting from any number of segments, K, the customer utility

increases when eliminating one segment. Under the conditions on the prior in Proposition 4, this can

be repeated until K = 3.

5 Ḡ(ω1)−Ḡ(ω2) = constant1, Ḡ(ω3)−Ḡ(ω4) = constant2 and 1+
∫ ω̄

1
Ḡm(ω)dω= constant3 are fixed at some constants.
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Proposition 4. When g(ω) is concave and non-increasing, for loss averse customers, either

an ordinal structure AB is optimal (i.e. 1<w∗
1 <ω) with a beginning effect, v0B > v−1 > v0A, or an

onion structure ABA is optimal (i.e. 1<w∗
1 <ω∗

2 <ω), for which the beginning effect is eliminated

v0A = v0B = v−1.

The proposition highlights that the optimal structure is a trade-off between the beginning effect

on the one hand and the middle and end effect on the other hand. The combined middle and end

effect is represented by the term vm(ω)− v−1 in equation (9). This corresponds to the expected

surprise immediately before a customer goes into service. To maximize the overall objective, it can

be optimal to make this surprise as small as possible, i.e. the forecast must be as precise as possible

right before the customer enters service. Therefore structures with multiple distinct, separated

regions across the delay space would be non-optimal. For example, an ABABA structure spreads

the information for customers who generate outcome B across two separate regions, so that the

expectations of customers in the lower B region will ‘overshoot’ their actual delays. Therefore,

it is optimal to combine those regions into an ABA structure. This is interesting, for it advises

against the strategy of creating surprises by calling in customers earlier than they expect (e.g.

when “under-promising and overdelivering”).

Given that it is optimal to combine regions, why does ABA (onion) sometimes dominate AB

(ordinal)? Why not combine the two A regions into one? Here, the term {v0m − v−1}+ in equation

(9) comes into play. This is the beginning effect, and for some priors it is optimal to use an ABA

structure to eliminate the beginning effect, as averaging the two A regions allow the posterior

expectation to equal the prior for those customers who generate the A outcome. Eliminating the

beginning effect is impossible with an ordinal structure for which one necessarily must have v0B >

v−1 > v0A, that is, at least some customer will be disappointed in the beginning. This intuition helps

to explain the optimality of the onion structure in Proposition 1 with three possible delays (ω̄= 3)

and the numerical experiments we discuss in the following section.

Corollary 1. For the uniform distribution and for loss averse customers, outcomes A and B

are given with equal probability: outcome A for the 25% percentile shortest and the 25% percentile

longest wait times and outcome B for the 50% of delays in the middle. That is, ω∗
1 = 1+ ω̄−1

4
and

ω∗
2 = ω̄− ω̄−1

4
.

The Corollary illustrates how the onion structure eliminates the beginning effect completely

when the wait time density is uniform. In other words, the outcome is informative as it indicates

whether the wait time is either ‘extreme’ or not, but does not change the prior expectation of wait

time for customers who generate either outcome.
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The conditions in Proposition 4 on the prior distribution, that g(ω) is concave and non-increasing,

are satisfied by densities of the form (k0−
∫ ω

1
k(t)dt), with k0 the normalization constant and k(ω)

any non-negative, non-decreasing function over [1, ω̄]. A special case is when k(ω) = 0, then g(ω) is

the uniform distribution. We will see in the next Section that the insights derived from Proposition

4 apply to a wide variety of priors in addition to those that are concave and non-increasing. In

addition, Proposition 4 assumes that there are two types of outcomes. By continuity, we expect

that for more than two outcomes (M ≥ 2), it is still optimal to eliminate the beginning effect

with an onion information structure, and this is confirmed in the following numerical experiments.

However, when many outcomes are possible (e.g. M ≥K/2) the onion structure is not feasible.

Next we explore the optimal structure numerically for any number of outcomes, M , and prior

distribution g−1(ω).

5. Numerical Experiments with a Single Announcement

Motivated by the analysis in the previous section, the following numerical experiments focus on

four questions: (i) what are the optimal information structures for loss averse and risk conscious

customers? In particular, under what conditions are onion and ordinal structures optimal? (ii)

How is the absolute level of customer utility affected by information structure choice, and what is

the impact on utility when structures are restricted to be ordinal? (iii) Given an ordinal structure

and a limited number of outcomes, some outcomes may be allocated to a smaller range of delay

realizations; those outcomes will be more precise. In the optimal ordinal structure, which outcomes

are most precise? (iv) How does the information structure affect the timing of changes in customer

utility, e.g., what is the size of the beginning, middle and end effects under optimal strategies for

loss averse and risk conscious customers?

Overall, our numerical study confirms the insights generated by the previous analysis and shows

that these insights are robust with respect to the prior distribution and the number of outcomes.

Throughout these experiments we assume that ω̄ = 7. This is an ω̄ large enough to provide inter-

esting results but small enough so that it is feasible to find optimal partitions for large numbers of

examples.

5.1. Optimal Information Structures: Onion and Ordinal

First we examine how the optimal information structures change as the degree of customer loss

aversion vs. risk consciousness varies and as the number of possible outcomes increases. Table 2

shows how the optimal information structure varies for a uniform prior as β and M vary (recall that

β is the weight given to risk consciousness). The columns labelled “Structure” show the optimal

information structures, with each distinct outcome represented by a different letter. For example,

when M = 3 and β = 0, the optimal information structure is ABCCCBA, an onion structure with
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β = 0 β = 0.3 β = 2
M Structure −UL −Uσ -Tot Structure −UL −Uσ -Tot Structure −UL −Uσ -Tot
1 AAAAAAA 1.50 5.61 1.50 AAAAAAA 1.50 5.61 3.18 AAAAAAA 1.50 5.61 12.72
2 ABBBBBA 1.14 4.01 1.14 ABBBBBA 1.14 4.01 2.35 AAAAABB 1.50 3.00 7.50
3 ABCCCBA 0.93 3.19 0.93 AABBBCC 1.07 2.19 1.73 AAAABBC 1.36 1.85 5.05
4 ABCDCBA 0.86 2.86 0.86 AABBBCD 1.00 1.34 1.40 AAABBCD 1.14 1.06 3.27
5 ABCDEBA 0.86 2.00 0.86 AABBCDE 1.00 0.57 1.17 AAABCDE 1.07 0.49 2.06
6 ABCDEFA 0.86 0.86 0.86 AABCDEF 0.93 0.14 0.97 AABCDEF 0.93 0.14 1.21
7 ABCDEFG 0.86 0.00 0.86 ABCDEFG 0.86 0.00 0.86 ABCDEFG 0.86 0.00 0.86

Table 2 Optimal Information Structures for β = [0,0.3,2], Uniform Prior and ω̄= 7.

outcome A generated by customers with start time ω ∈ {1,7}, outcome B generated by ω ∈ {2,6},
and outcome C generated by ω ∈ {3,4,5}. The columns labelled −UL and −Uσ show the total

expected disutility due to loss aversion (−EΩ{ŨL
Ω}) and risk consciousness (−EΩ{Ũσ

Ω}) respectively.
The columns labelled ‘-Tot’ show the total disutility, −EΩ{ŨL

Ω +βŨσ
Ω}.

Consider the optimal information structures in the second column. In the previous analysis we

saw that the onion structure is optimal when M = 2, β = 0 and ω̄ = 3 (Section 4.1) as well as for

a particular class of continuous priors when M = 2 (Section 4.2). Table 2 shows that the onion

structure is also optimal when β = 0 for M = 3 and M = 4, and the onion structure with M = 4

achieves the maximum possible loss-averse utility. Note that the onion structure is only possible

when M ≤ ω̄/2 + 1. Looking at the other side of the Table, when risk consciousness is dominant

(with β = 2), the ordinal structure is optimal. Finally, for the intermediate value β = 0.3, the onion

structure is optimal when M = 2 but flips to an ordinal structure for larger values of M .

We now examine the optimal structures for other prior distributions. We generate 1,000 prior

distributions by drawing values of g−1
ω , ω ∈ {1,2, . . . ,7} from a uniform distribution (U[0.001,1])

and then normalize the resulting probability mass function. Each of the resulting distributions

has an arbitrary shape, but among the 1,000 are asymmetric distributions, as well as roughly

symmetric, increasing, and decreasing distributions. For each randomly-generated distribution we

find the optimal information structure. Tables 3 and 4 summarize the results. We see from Table

3 that when β = 0 onion structures tend to dominate, but are not always optimal, when M is

small. For larger M , other structures are optimal. From Table 4 we see that when customers are

risk-conscious (e.g. large β), ordinal structures are almost always optimal.

While the prior distributions for these experiments can have any shape, we performed three

sets of additional experiments with large numbers of priors that are explicitly constrained to be

unimodel, increasing, and decreasing. For each of these sets of additional experiments the results are

similar to those shown in Tables 3 and 4. To summarize the results of all of these experiments: onion

structures are often optimal for loss averse customers when there are few information outcomes,

and ordinal structures are virtually always optimal for risk conscious customers, no matter how

many outcomes.
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Number of outcomes (M) 2 3 4 5 6
Ordinal structure 0.02% 6% 10% 12% 22%
Onion structure 76.88% 50% 8% 0% 0%
Other structures 23.10% 44% 82% 88% 78%

Table 3 Optimal structures for loss-averse customer (β = 0) and ω̄= 7.

Number of outcomes (M) 2 3 4 5 6
Ordinal structure 99.68% 98% 96% 92% 88%
Onion structure 0.32% 0% 0% 0% 0%
Other structures 0% 2% 4% 8% 12%

Table 4 Optimal structures for risk-conscious customers (β =∞) and ω̄= 7.

Figure 5 (a) Optimal utility of loss-averse customers (EΩ{ŨL
Ω}) as the number of possible outcomes (M)

increases and ω̄ = 7 (left); (b) Optimal utility of risk-conscious customers (EΩ{Ũσ
Ω}) as M increases

and ω̄= 7 (right).

5.2. Impact of Information Structure on Utility

We now consider how the optimal information structure affects customer utility. Returning to

Table 2, we see from the columns labeled −UL and −Uσ that when β = 0 the onion structure

reduces loss aversion but has relatively high uncertainty, as the posterior distribution can have a

high variance. When β is large, the ordinal structure reduces disutility due to uncertainty, at the

cost of increasing loss aversion. The columns labelled “-Tot” indicate that utility increases as the

number of outcomes increases and that the increase can be roughly concave. To see this graphically,

we plot the total utility for the optimal structures with β = 0 as the solid blue line in Figure 5(a).

While Table 2 was generated using a uniform prior, Figure 5(a) shows additional examples of the

impact of the number of outcomes M on utility, given a truncated geometric prior (a prior with

diminishing probabilities for longer delays). We see similar, roughly concave increasing utility in

M .

In addition to showing the utility generated under the optimal information structures, Figure 5(a)

also shows utility for the optimal ordinal structures, for ordinal structures are frequently used in

practice. In this Figure, β = 0, so that requiring ordinal structures result in some loss of utility, and
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that loss can be significant when the information system is coarse rather than granular (small M).

A similar pattern can be seen when risk consciousness is dominant. Figure 5(b) shows the utility

of strictly risk-conscious customers. Here again, utility increases with M . Again, when M is small,

there can be a significant loss in utility when an optimal onion structure is used rather than the

globally optimal ordinal structure. To summarize the results of these experiments: increasing the

granularity of the information system provides decreasing returns. When the number of outcomes

is small it is important to use the optimal information structure (onion or ordinal), but the loss in

utility due to using the ‘wrong’ structure diminishes as the number of possible outcomes rises.

Figure 6 Average size of optimal ordinal partitions with three outcomes (M = 3) for randomly-generated priors

with ω̄ = 7. The three partitions indicate short, medium and long delays; small partition size indicates

narrow ranges and high precision while large partition size indicates wider ranges and low precision.

5.3. Information System Precision

Given a limited number of outcomes and a larger number of delay realizations, an information

structure may allocate a small number of realizations to some outcomes and a large number to

others. When the information structure is ordinal, this implies that some partitions for particular

outcomes will have a narrow range of delays. We say that an outcome is more precise if the size

of the partition is smaller. We will begin examining precision for arbitrary optimal structures but

then again focus on ordinal structures.

First, return to Table 2. For the onion structures in the second column, the outcomes on the

tails are more precise, e.g., for M = 2 the optimal structure is ABBBBBA, so that the outcome

indicating tail delays has a partition of size two and the middle has size five. On the right-hand-

side of the table, for the ordinal structures designed for large β, the longer delays are placed into
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smaller partitions. That is, the optimal outcomes provide more precision for longer delays than for

shorter delays. We saw a similar effect in §4.1 and Figure 3(f), where information structure AAB

dominated when β =∞: the outcome for the longest delay is more precise than the outcome for

shorter delays.

Now we examine whether these patterns hold for any prior. To generate Figure 6 we hold M = 3,

and for each of 1,000 randomly-generated priors we find the optimal ordinal structure. Then, we

average the sizes of the partitions, A (“short delays”), B (“medium delays”) and C (“long delays”).

We see from the figure that when risk consciousness is dominant (β is high), long delays have the

highest precision, medium delays are fairly precise, and information about short delays can have

low granularity. On the other hand, when loss aversion is dominant (when β is low in Figure 6),

both short and long delays have high precision.

To summarize the results of these experiments: When customers are risk conscious, information

about longer delays should be more precise. In addition, the optimal precision for loss averse

customers is robust to the constraint that the structure be ordinal: when customers are loss averse,

information about the tails need to be precise whether the structure is onion or ordinal.

Figure 7 Average beginning, middle and end effects on total loss-averse utility under optimal structures for

randomly-generated priors with ω̄= 7.

5.4. Timing of Utility: Beginning, Middle and End Effects

In Section 4.2, we used a continuous-time model to show that when β = 0 and there is a single

announcement at t= 0, for a given class of priors the optimal information structure is either ordinal

or onion. We also saw that the loss-averse disutility could be broken into beginning, middle, and

end effects and found that under an onion structure the beginning effect is 0. That is, given an

announcement at t = 0, the posterior mean remains equal to v−1. To see if this is true for any
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arbitrary discrete prior, we plot the average beginning, middle and end effects under the optimal

information structure for the 1,000 randomly-generated priors. Figure 7 shows that, consistent with

the results of Proposition 4, when β = 0 the beginning effect is nearly zero.

Figure 7 also shows these effects as β rises. Note that for large beta, the risk-conscious customers

are not directly affected by changes in the expected delay. Examining the timing of those changes,

however, provides insight into optimal information design for all customers. We see in the Figure

that as customers become more risk conscious, the middle effect—the disutility due to the passage

of time— declines. That is, structures designed to reduce uncertainty can also reduce loss-aversion

while waiting. Finally, the end effect is always positive because customers’ expectations for delay

are always greater than or equal to 0 just before they enter service. As β rises, however, the size of

this positive surprise declines slightly under the optimal information structure. That is, reductions

in uncertainty can reduce the pleasure from an unexpected end to the wait.

To summarize the results of these experiments: the main trade-off for a single, initial delay

announcement is between the beginning effect and the passage of time. For loss-averse customers,

it is optimal for the service provider to use an information structure that minimizes the beginning

effect at the expense of a diminished experience as time passes. For risk conscious customers, the

optimal ordinal structure reduces the impact of the passage of time, with the cost being more

disappointment at the beginning.

6. Multiple Announcements

Rather than a single announcement at time t = 0, we now allow the service provider to make

announcements in every period 0≤ t < ω̄− 1. Each announced forecast is generated from an out-

come, m ∈M via f t
ω(m), where f t

ω(m) = 1 if m is generated in period t for a customer starting

service at time ω and f t
ω(m) = 0 otherwise. As before, the realized sequence of updated service

start-time distributions is represented by g̃ω and is calculated via Bayes’ rule,

gtT (m) =
gt−1
t f t

T (m)∑ω̄

τ=t+1 g
t−1
τ f t

τ (m)
, for 1≤ t≤ ω̄− 1, t+1≤ T ≤ ω̄ and m∈M.

The customer’s utility depends on that sequence, as in equation (6). Figure 8 shows an example

of onion structures to generate multiple announcements. Note that some outcomes are labelled

“arbitrary” in this figure. By the time those outcomes are generated, the delays ω for those cus-

tomers have been fully revealed (posterior probabilities is equal to 1) and therefore any additional

information has no effect. This will become clearer as we work through this example in Section 6.1.

As for the single-announcement case, the general model with multiple announcements is not

tractable for analysis. Therefore, we consider two special cases. In Section 6.2 we will focus on

a model with ω̄ = 3, and in Section 6.3 we consider any ω̄, a symmetric prior distribution, and
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loss-averse customers. In Section 6.4 we describe additional numerical experiments with ω̄= 7 and

announcements in every period.
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Figure 8 Onion structures to generate multiple forecast announcements

6.1. Numerical Example with Multiple Onion Structures

The following numerical example will show how multiple announcements shape customer expec-

tations over time. In addition, this particular example demonstrates how onion structures can

maximize the utility of loss averse customers. Given the information structure shown in Figure 8,

we first calculate the posterior probabilities, expectations, and total loss aversion UL(g̃ω). Then we

consider the evolution of standard deviation over time and calculate utility due to risk conscious-

ness.

As in Section 3.3, assume that customers have a symmetric prior service start-time distribution

g−1 = (1/12,2/12,3/12,3/12,2/12,1/12). Figure 9(a) shows how the information structure of Fig-

ure 8 affects the posterior expected waiting-times. All customers arrive with expectation v−1 = 3.5.

Given the outcomes at t= 0, there is no change in expectations: Those who generate outcome A

expect ṽ0 = (1× 1/12+6× 1/12/(1/12+1/12) = 3.5 and those who generate outcome B also have

a posterior mean ṽ0 = 3.5. At time t= 1, customers with ω = 1 go into service. This implies that

customers who generate outcome A at t= 0 and do not go into service at t= 1 must have ω = 6,

which is the only other delay in the set for those who generate A at time t= 0. Therefore in Figure

9 we mark customers with ω= 1 and ω= 6 as fully revealed. Note that all outcomes for customers

with ω= 6 after t= 0 do not influence those customers’ expectations and are therefore arbitrary.

At t= 1, customers with a start time ω ∈ {2,5} generate outcome A and the remaining customers

generate outcome B. Again, both sets of customers have posterior expected delays equal to their
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Figure 9 (a) Expectation paths of V t(g̃t). Blue paths are for customers whose most recent outcome was A and

red paths are for customers whose most recent outcome was B (left); (b) Paths of posterior standard

deviation σt(g̃t). Blue paths are for customers whose most recent outcome was A and red paths are

for customers whose most recent outcome was B (right).

priors, 3.5. At t= 2, both delays ω= 2 and ω= 5 are revealed. Finally, at t= 2, for customers with

ω ∈ {3,4}, their expected delay remains 3.5, and their delays are revealed at t= 3.

To calculate the total utility from loss aversion for each customer, we again examine changes in

the posterior means. For this information structure, we can see from Figure 9 that the utility of

each customer is equal to the utility of the difference between the prior mean and the service time

ω for that customer. Essentially, the onion structure keeps the posterior mean values flat until the

true delay is revealed. As we will see below, this can dramatically reduce loss aversion penalties,

as compared to ordinal and other information structures.

Now consider the evolution of the standard deviation (SD) shown in Figure 9. All customers

begin with SD = 1.4. At t = 0, customers with ω ∈ {1,6} who generate outcome A see a large

increase in SD, to 2.5, but their SD drops to 0 at t= 1. At t= 1, customers with ω ∈ {2,5} generate

outcome A, which again raises their SD, while the remaining customers ω ∈ {3,4} see a reduction

in uncertainty.

Using the terms of the objective function defined in equation (6), we examine the overall

performance of this multi-announcement strategy. Recall from Section 3.3 that for the single,

ordinal structure AAABBB, the expected utility due to loss aversion is −1.02. For the multi-

announcement, onion structure in Figure 8 the overall expected utility is -0.583, a significant

improvement. As in Figure 9 (a), the onion structure holds the expected delay constant until ser-

vice times are revealed, while the ordinal structure can elicit hope for a quick service and then

disappointment, see e.g., the expectation paths of ω= 2 and ω= 5 in Figure 2 (a).

Now consider risk consciousness. For our single, ordinal structure AAABBB, the utility is

−2.185, while for the multiple-announcement, onion structure in Figure 8, the utility is −2.27, a
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decline in utility despite having more forecast updates. The ordinal structure narrows the range of

delays for all customers, reducing uncertainty, while the onion structure increases uncertainty by

focusing information on the tails of the delay distribution. Therefore, we see that these multiple

announcements with onion structures increase the utility of loss averse customers, as compared to a

single onion announcement, but remain inferior to a single ordinal announcement for risk conscious

customers.

6.2. Analysis of Multiple Announcements for ω̄= 3

Assume ω̄ = 3, and we will consider the optimal information structure when there are announce-

ments at both t = 0 and t = 1 (announcements at t = 2 and t = 3 are uninformative because all

service start times are fully revealed by t= 2). For loss averse customers, the optimal information

structure remains ABA, as in Section 4.1. With this structure, all wait times are fully revealed

at ω = 1: customers with ω = 1 go into service, those with ω = 2 have already received a unique

forecast at t = 0, and those with ω = 3 know that they are not ω = 1. Therefore, the additional

announcement at t= 1 is uninformative. The following Proposition follows directly from this rea-

soning:

Proposition 5. Assume that there are announcements in every period for ω̄ = 3. When the

number of outcomes M = 2, and β = 0 (customers are loss averse), the information structure ABA

is optimal at time t= 0 for any prior distribution and any λ> 1.

In the next Section we will see that for loss averse customers the onion structure remains optimal

over multiple periods, for any value of ω̄ and for a symmetric prior.

For risk conscious customers, again any of the three structures at t= 0 may be optimal. When

there are multiple announcements, however, the boundaries differ from when there is a single

announcement.

Proposition 6. Assume that there are announcements in every period for ω̄ = 3. When the

number of outcomes M = 2, and β =∞ (customers are risk conscious), with prior g−1 = (g−1
1 ,1−

g−1
1 − g−1

3 , g−1
3 ), then the optimal information structure at t= 0 is:

• AAB when g−1
1 ≤ 4g−1

3 and g−1
1 +5g−1

3 ≥ 1

• ABA when g−1
1 +5g−1

3 ≤ 1 and 2g−1
1 + g−1

3 ≤ 1

• ABB when g−1
1 ≥ 4g−1

3 and 2g−1
1 + g−1

3 ≥ 1

Figure 10(f) shows optimality regions for this case. The area of optimality for the ABB structure

is larger than in Figure 3(f), and is symmetric with the AAB structure. This is due to the fact

that when there is a single announcement, customers with ω ∈ {2,3} under the structure ABB in

period t= 0 accrue disutility in period t= 1, before they learn their service start times in t= 2. An
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additional announcement in t= 1, however, reveals service start times to ω ∈ {2,3}, and therefore

the ABB structure is equivalent to the AAB structure for symmetric prior distributions.

Figure 10 again shows the transition from the onion structure ABA to the (primarily) ordinal

structures AAB and ABB as β increases. For intermediate values of β the pattern of optimal

structures can be complex, and depends on the particular shape of the prior distribution.

(a) β = 0 (b) β = 0.1 (c) β = 0.25

(d) β = 0.5 (e) β = 1 (f) β =∞

Figure 10 Optimal information structures for multiple announcements with ω̄= 3, as β varies

6.3. Analysis of Multiple Announcements with Symmetric Priors

We next analyze the optimization problem (1), assuming (i) the prior distribution g−1
ω is discrete

and symmetric, (ii) there is an announcement in each and every time-period, and (iii) customers are

purely loss averse, β = 0. Given these assumptions, we find that an optimal information structure

is the onion structure of Figure 8, which reveals extreme delays before revealing moderate delays.

Given this information structure, the expectation paths follow what we call a candelabra pattern—a

candelabra tipped on its side, as shown in Figure 9 (a).

First, we describe a general property of any optimal delay information structure for loss-averse

customers.
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Definition 1. For all ω ∈ {1, . . . , ω̄}, the sequence of posterior expected service start-times

{v−1, ṽ0, ṽ1, . . . , ṽω−1} is a monotonic expectation path if

∀ω≤ v−1 : ṽ0 ≤ v−1 and ṽt ≤ ṽt−1, t= 1, . . . , ω

∀ω > v−1 : ṽ0 ≥ v−1 and ṽt ≥ ṽt−1, t= 1, . . . , ω

That is, an expectation path is monotonic if it rises but never falls, or if it falls but never rises.

Note that our definition of monotonicity is weak, in that a path may be flat and still be monotonic.

All expectation paths in Figure 9 (a) are monotonic, but in Figure 2 (a), expectation paths for

ω = 2,4 and 5 are not. Using Definition 1, we show in Lemma 1 that an information structure is

optimal if every possible expectation path is monotonic, and we find an upper bound on expected

customer utility.

Lemma 1. Assume that there are announcements in every period. When the number of outcomes

M = 2, and β = 0 (customers are loss averse), ŪL =EΩ{u(v−1−Ω)} is an upper bound on expected

utility. A loss-averse customer’s expected utility is equal to this upper bound if and only if every

possible expectation path of that customer is monotonic.

Note that ŪL is the expected utility corresponding to the case where each customer is informed

of her exact service start-time at time period t= 0. Now, we can present a result that characterizes

the optimal multi-announcement information structure for loss-averse customers:

Proposition 7. Assume that there are announcements in every period. When the number of

outcomes M = 2, and β = 0 (customers are loss averse) and the prior distribution is symmetric,

for any λ > 1 there exists an information structure, f t
ω ∈ {0,1} for ω = 1,2, . . . , ω̄, 0≤ t < ω, with

an onion structure that generates monotonic expectation paths and maximizes the expected utility.

Proposition 7 is remarkable in the sense that for symmetric distributions, just two information

outcomes (M = 2) in every period can achieve the same upper bound on utility as when there are

M = ω̄ outcomes available for a single delay announcement. Essentially, the onion structure and

resulting candelabra pattern for the expectation paths mitigates the impact of the passage of time

by narrowing the service start-time distribution as time passes. For all customers the posterior

expected service start-times remain equal to the initial expected start-times (v−1) until the service

start-time is fully revealed. According to Proposition 7, for symmetric distributions, it is optimal

to inform perfectly, early on, customers with the latest start times (‘very bad’ news) or the earliest

start times (‘very good news’). As time progresses, customers with start times earlier than the

latest or later than the earliest become progressively informed.
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Figure 11 (a) Structures for optimal multiple announcements with a uniform prior and β =∞ (left); (b) Struc-

tures for optimal multiple announcements with a linearly increasing prior and β = 0 (right).

6.4. Numerical Experiments for Multiple Announcements

In addition to the single-announcement numerical experiments of Section 5, we also conducted

numerical experiments with announcements in every period. Figure 11 shows two examples of

the optimal information structures. For the structures in Figure 11(a), customers are solely risk-

conscious, and as in the single-announcement case, an ordinal structure is optimal at t= 0, with

higher precision for the longer delays (a subset of size four for the shorter delays and size three

for the longer delays). Subsequent optimal information structures, however, have complex (and

probably unimplementable) patterns designed to leverage the information that has already been

provided. The AABAAB pattern in period 1, for example, reveals the identities of customers with

ω= 4 and ω= 7; those two customers received different forecasts at t= 0 and are the only customers

who generate ‘B’ at t= 1.

In Section 6.3 we saw that for solely risk-averse customers and for symmetric priors, onion struc-

tures are optimal in each and every period. Figure 11(b) shows that even for a non-symmetric prior,

an onion structure can be optimal at t= 0. As in Figure 11(a), however, subsequent announcement

structures are more complex and designed to strategically reveal information, given previous fore-

casts. Additional numerical experiments with other priors produce similar results at t= 0 (often

onion structures for β = 0 and ordinal for β =∞) and similarly complex structures in subsequent

periods.

7. Summary and Implications for Practice

Providing delay information to customers in service systems is critical for managing customer sat-

isfaction. Fuelled by the increased availability of data, improved data analysis techniques (such

as machine learning) and improved communication technology, service firms have improved their
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forecasting systems to predict and announce customer delays. An improved forecast that reduces

customer delay uncertainty, however, does not necessarily increase customer satisfaction with wait-

ing. No forecasting system is perfect and customers may respond negatively to both uncertainty and

disappointment. Therefore, we develop models to optimize delay information, given that customer

utility is influenced by loss aversion and/or risk consciousness.

Figure 12 Principles for optimal delay information design

Figure 12 summarizes the principles for optimal delay information design suggested by the

analysis and numerical experiments. In the middle row of Figure 12, “precision,” as defined in

Section 5.3, refers to the size of the optimal delay partitions. For example when customers are

primarily loss averse, information about both shorter and longer delays should be grouped into

small subsets, while information about moderate delays may be less granular. In the bottom row,

“utility timing” specifies the optimal timing for information that leads to significant revisions in

customer expectations, where changes in expectations can have a significant positive or negative

impact on utility. When customers are loss averse, the initial delay forecast should be designed to

hold expectations steady, so that delay information is revealed during the wait and when service

begins. When customers are risk conscious, it is optimal to ‘deliver the bad news up-front’ by

providing forecasts that accurately reveal long vs. short delays. Note that our underlying model

does not give greater weight to experiences at any particular time during the wait, as would be

suggested by behavioral economics, e.g., Redelmeier et al. (2003). Therefore, the prescriptions on

the bottom row of Figure 12 are generated, via optimization, from the assumptions of loss aversion

and risk consciousness. Additional research may add explicit beginning, peak, and/or end-effects

to the model primitives.

In general, our modeling framework makes few assumptions, and by identifying optimal infor-

mation structures over a large space of possible structures, we generate upper bounds on customer

utility. In addition, the optimal structures provide guidance on how to achieve those upper bounds,

although practical implementation may be constrained by data needs and customer acceptance.
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In general the cost of waiting might be divided into two components: (i) the emotional cost

due to anxiety, impatience and disappointment and (ii) the opportunity cost of the time spent

waiting. In our model, the objective of the firm is to provide information so as to optimize the first,

emotional component. In the queueing literature, this cost is often assumed to have a particular

form (e.g., convex increasing), and our model provides a micro-foundation for understanding this

cost.

Our objective does not explicitly include the customer’s opportunity cost for the time spent

waiting. Opportunity cost could be incorporated in our model, but as long as the waiting-time

experience does not affect the duration of delay, inclusion of opportunity cost will not change the

optimal information structure. Yu et al. (2021), however, point out that changes in customers’

beliefs and experiences can change waiting-times, via reneging behavior (freeing up capacity for the

remaining customers) and by directly influencing the customers’ service times (unhappy customers

may demand longer service). To examine these effects, our model might be embedded into a model

of a queueing system.

Recall that our model allows the forecasting technology to perfectly distinguish between adja-

cent delays, i.e. it is possible for |fω(m)−fω−1(m)| = 1. Further research would incorporate fore-

casting technologies that are less discriminating. An alternate model would add a constraint

|fω(m)−fω−1(m)| ≤ ϵ < 1 and allow for overlapping sets. For example, consider two outcomes

(M = 2), ω̄ = 6, and ϵ = 0.5. Consider a structure with outcome A for ω ∈ {1,2,3,4} and B for

ω ∈ {3,4,5,6}, and with f0
1 = f0

2 = 1, f0
3 = f0

4 = 0.5, and f0
5 = f0

6 = 0. Therefore, customers who

generate outcome A (B) would have a lower (higher) posterior mean, but both would in essence

have ‘100% confidence intervals’ around the updated means: 1 to 4 for customers who generate A

and 3 to 6 for those who generate B.

Our modeling framework may also guide developers of forecasting systems. Statistical methods

predicting wait times typically minimize the MSE. Our framework suggests that the customer

experience is most sensitive to the forecast accuracy of long wait times (for risk conscious customers)

and also short wait times (for loss averse customers). This provides a theoretical foundation for

non-symmetric MSE criteria, such as in Bassamboo and Ibrahim (2021), Section EC.6. In general,

our paper suggests that a new, fruitful area of research may focus on how customer wait-time

forecasting and messaging systems can be designed to optimize the customer experience.
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Appendix

1. Proofs of Statements

Lemma 2. Given that customers are only loss averse (β = 0), the total expected utility across

all customers can be expressed as,

(λ− 1)EΩ[
Ω−1∑
t=0

{ṽt−1(g̃t−1)− ṽt(g̃t)}+ + {ṽt−1(g̃t−1)−Ω}+] (10)

Proof of Lemma 2 For convenience we will not make explicit the dependence of ṽt on g̃t, i.e.,

ṽt(g̃t) = ṽt. The expected utility is EΩ[U
L
Ω ], where

UL
ω =

ω−1∑
t=0

(λ{ṽt−1 − ṽt}+ + {ṽt−1 − ṽt}−)+λ{ṽt−1 −ω}+ + {ṽω−1 −ω}−

and with the martingale property, we have that EΩ[ṽ
t−1] =EΩ[ṽ

t] = v−1. Furthermore,

λ{x}+ + {x}− = λ{x}+ + {x}− −x︸ ︷︷ ︸
=min{0,x}−x=−max{x,0}

+x= (λ− 1){x}+ +x

And thus with x= ṽt−1− ṽt, or x= ṽt−1−ω, we have that EΩ[λ{x}++{x}−] =EΩ[(λ−1){x}++x] =

(λ− 1)EΩ[{x}+] +EΩ[x] = (λ− 1)EΩ[{x}+], from which follows that

EΩ[U
L
Ω ] = EΩ[

Ω−1∑
t=0

(λ{ṽt−1 − ṽt}+ + {ṽt−1 − ṽt}−)+λ{ṽt−1 −Ω}+ + {ṽΩ−1 −Ω}−]

= EΩ[
Ω−1∑
t=0

(λ− 1){ṽt−1 − ṽt}+ +(λ− 1){ṽt−1 −Ω}+]

= (λ− 1)EΩ[
Ω−1∑
t=0

{ṽt−1 − ṽt}+ + {ṽt−1 −Ω}+]

□

Proof of Proposition 1 To derive algebraic expressions for the utility due to loss aversion with

ω̄= 3, we first reformulate the objective.

With Lemma 2, for λ > 1 the optimal structure does not depend on the specific value of λ. In

addition, the objective can be written as the sum of all positive changes in expected delays.

Now for ω̄= 3, we write out explicit expressions for the total loss-aversion disutility in terms of

the prior probabilities g1, g2, and g3. (We will express the objective as minimizing a positive amount

of disutility rather than maximizing a negative utility.) First we express the prior expectation as

v−1 = g1 +2g2 +3(1− g1 − g2) = 3− 2g1 − g2.
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When the structure is ABB, the sum of positive changes in expectations is:

U1 = 0+ g2(
2g2 +3(1− g1 − g2)

1− g1
− (3− 2g1 − g2))+ (1− g1 − g2)(3− (3− 2g1 − g2))

When the structure is AAB, the sum of positive changes in expectation is:

U2 = 0+ g2(2−
g1 +2g2
g1 + g2

)+ (1− g1 − g2)(3− (3− 2g1 − g2))

When the structure is ABA, the sum of positive changes in expectation depends on the prior

expectation: When the prior expectation is greater than 2, i.e., 3−2g1−g2 ≥ 2, the sum of positive

changes in expectation is:

U 2+
3 = g1(

g1 +3(1− g1 − g2)

1− g2
− (3− 2g1 − g2))+ (1− g1 − g2)(3− (3− 2g1 − g2))

When the prior expectation is less than 2, i.e., 3− 2g1 − g2 ≤ 2, the sum of positive changes in

expectation is:

U 2−
3 = g2(2− (3− 2g1 − g2))+ (1− g1 − g2)(3−

g1 +3(1− g1 − g2)

1− g2
)

Now we describe the relationship between U1 and U2:

U1 ≥U2

⇐⇒ g2(
2g2 +3(1− g1 − g2)

1− g1
− (3− 2g1 − g2))+ (1− g1 − g2)(3− (3− 2g1 − g2))

≥ g2(2−
g1 +2g2
g1 + g2

)+ (1− g1 − g2)(3− (3− 2g1 − g2))

⇐⇒ 3− 3g1 − g2
1− g1

− (3− 2g1 − g2)≥ 2− g1 +2g2
g1 + g2

⇐⇒ 2g1 + g2 −
g2

1− g1
≥ g1

g1 + g2

⇐⇒ g1(1− g1 + g2)(2g1 + g2 − 1)

(1− g1)(g1 + g2)
≥ 0

⇐⇒ 2g1 + g2 ≥ 1

This inequality is equivalent to having the prior expectation less than 2 (3− 2g1 − g2 ≤ 2). Thus,

when the prior expectation is less than 2, U1 ≥U2, meaning the positive changes for structure AAB

is larger than ABB, the latter structure will result in smaller disutility from loss-aversion, and vice

versa.
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Thus, we only need to show that U2 ≥U 2−
3 and U1 ≥U 2+

3 to prove the proposition. We first show

U2 ≥U 2−
3 when 2g1 + g2 ≥ 1:

U1 ≥U 2+
3

g2(
2g2 +3(1− g1 − g2)

1− g1
− (3− 2g1 − g2))+ (1− g1 − g2)(3− (3− 2g1 − g2))

≥ g2(2− (3− 2g1 − g2))+ (1− g1 − g2)(3−
g1 +3(1− g1 − g2)

1− g2
)

⇐⇒ g1g2
g1 + g2

+(1− g1 − g2)(2g1 + g2)≥ g2(2g1 + g2 − 1)+
2g1(1− g1 − g2)

1− g2

⇐⇒ g2(g1 + g2 − 1)(2g21 +5g1g2 − 3g1 +2g22 − 2g2)

(1− g2)(g1 + g2)
≥ 0

⇐⇒ 2g21 +5g1g2 − 3g1 +2g22 − 2g2 ≤ 0 (since g1 + g2 ≤ 1 and g2 ≤ 1)

⇐⇒ g1(2g1 +3g2 − 3)+2g1(g1 + g2 − 1)≤ 0

Because 2g1+3g2−3 and g1+g2−1 are obviously negative, the inequality holds, we have U2 ≥U 2−
3 .

Now we show U1 ≥U 2+
3 when 2g1 + g2 ≤ 1:

U2 ≥U 2−
3

⇐⇒ g2(2−
g1 +2g2
g1 + g2

)+ (1− g1 − g2)(3− (3− 2g1 − g2))

≥ g1(
g1 +3(1− g1 − g2)

1− g2
− (3− 2g1 − g2))+ (1− g1 − g2)(3− (3− 2g1 − g2))

⇐⇒ g2(
g1

g1 + g2
)≥ g1(2g1 + g2 −

2g1
1− g2

)

⇐⇒ g2
g1 + g2

+
2g1

1− g2
≥ 2g1 + g2

Since g1 + g2 ≤ 1, and 1− g2 ≤ 1, the inequality holds, U2 ≥U 2−
3 .

□

Proof of Proposition 2 We can first write out an expression for risk conscious disutility. Denote

W1, W2 and W3 as the expected risk conscious disutility of customers with structure AAB, ABA,

and ABB, respectively. When the structure is AAB, we can write out the explicit expression for

the cumulative standard deviation. Note that only customers with starting times 1 and 2 will have

uncertainty:

W1 = (1− g3)

√
g1

1− g3
(1− g1 +2(1− g1 − g3)

1− g3
)2 +

1− g1 − g3
1− g3

(2− g1 +2(1− g1 − g3)

1− g3
)2 +0

= (1− g3)

√
g1

1− g3
(
1− g1 − g3
1− g3

)2 +
1− g1 − g3
1− g3

(
g1

1− g3
)2

=
√

g1(1− g1 − g3)
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Similarly for structure ABA:

W2 = (g1 + g3)

√
g1

g1 + g3
(1− g1 +3g3

g1 + g3
)2 +

g3
g1 + g3

(3− g1 +3g3
g1 + g3

)2 +0

= (g1 + g3)

√
g1

g1 + g3
(
−2g3
g1 + g3

)2 +
g3

g1 + g3
(

2g1
g1 + g3

)2

= 2
√
g1g3

For structure ABB, the customers with starting time 2 and 3 will accumulate the same amount

of uncertainty in t= 0 and t= 1:

W3 = 2(1− g1)

√
1− g1 − g3
1− g1

(2− 2(1− g1 − g3)+ 3g3
1− g1

)2 +
g3

1− g1
(3− 2(1− g1 − g3)+ 3g3

1− g1
)2 +0

= 2(1− g1)

√
1− g1 − g3
1− g1

(
g3

1− g1
)2 +

g3
1− g1

(
1− g1 − g3
1− g1

)2

= 2
√
g3(1− g1 − g3)

Thus, we find for W1, W2, and W3,

W1 ≥W2

⇐⇒
√
g1(1− g1 − g3)≥ 2

√
g1g3

⇐⇒ 1− g1 − g3 ≥ 4g3

⇐⇒ g1 +5g3 ≤ 1

W2 ≥W3

⇐⇒ 2
√
g1g3 ≥ 2

√
g3(1− g1 − g3)

⇐⇒ g1 ≥ 1− g1 − g3

⇐⇒ 2g1 + g3 ≤ 1

W1 ≥W3

⇐⇒
√

g1(1− g1 − g3)≥ 2
√

g3(1− g1 − g3)

⇐⇒ g1 ≥ 4g3

These inequalities form the boundaries of the outcomes.

□
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Proof of Proposition 3 We rewrite the negative of the objective function

(λ− 1)

(∫ ω̄

1

∑
m

[{v0m − v−1}+ +(vm(ω)− v−1)]fm(ω)g
−1(ω)dω

)
with

vm(ω) =

∫ ω̄

ω
ω̃fm(ω̃)g

−1(ω̃)dω̃∫ ω̄

ω
fm(ω̃)g−1(ω̃)dω̃

and v0m = vm(1)

We define

L≜
∫ ω̄

1

[

∫ ω̄

ω
ω̃f(ω̃)g−1(ω̃)dω̃∫ ω̄

ω
f(ω̃)g−1(ω̃)dω̃

f(ω)+

∫ ω̄

ω
ω̃(1− f(ω̃))g(ω̃)dω̃∫ ω̄

ω
(1− f(ω̃))g(ω̃)dω̃

(1− f(ω))]g−1(ω)}dω

with x(ω) = f(ω)g−1(ω) or x(ω) = (1− f(ω))g−1(ω), we have the following structure:

LX ≜
∫ ω̄

1

∫ ω̄

ω
ω̃x(ω̃)dω̃∫ ω̄

ω
x(ω̃)dω̃

x(ω)dω and X(ω) =

∫ ω̄

ω

x(ω̃)dω̃ and X(ω̄) = 0

Then

LX =−
∫ ω̄

1

∫ ω̄

ω
ω̃dX(ω̃)

X(ω)
x(ω)dω=

∫ ω̄

1

ω̃X(ω̃)|ω̄ω −
∫ ω̄

ω
X(ω̃)dω̃

X(ω)
dX(ω) with ω̃X(ω̃)|ω̄ω =−ωX(ω)

=−
∫ ω̄

1

(ω+

∫ ω̄

ω
X(ω̃)dω̃

X(ω)
)dX(ω) =− (ω+

∫ ω̄

ω
X(ω̃)dω̃

X(ω)
)X(ω)

∣∣∣∣∣
ω̄

1

+

∫ ω̄

1

X(ω)d(ω+

∫ ω̄

ω
X(ω̃)dω̃

X(ω)
)

= (1+

∫ ω̄

1
X(ω̃)dω̃

X(1)
)X(1)+

∫ ω̄

1

X(ω)d(ω+

∫ ω̄

ω
X(ω̃)dω̃

X(ω)
)

=X(1)+

∫ ω̄

1

X(ω̃)dω̃+

∫ ω̄

1

X(ω)dω+

∫ ω̄

1

X(ω)
−(X(ω))2 +x(ω)

∫ ω̄

ω
X(ω̃)dω̃

(X(ω))2
dω

=X(1)+

∫ ω̄

1

X(ω̃)dω̃+

∫ ω̄

1

x(ω)
∫ ω̄

ω
X(ω̃)dω̃

X(ω)
dω

=X(1)+

∫ ω̄

1

X(ω̃)dω̃−
∫ ω̄

1

d

dω
ln(X(ω))

∫ ω̄

ω

X(ω̃)dω̃dω

=X(1)+

∫ ω̄

1

X(ω̃)dω̃−
∫ ω̄

1

∫ ω̄

ω

X(ω̃)dω̃d ln(X(ω))

=X(1)+

∫ ω̄

1

X(ω̃)dω̃−
∫ ω̄

ω

X(ω̃)dω̃ ln(X(ω))

∣∣∣∣ω̄
1

+

∫ ω̄

1

ln(X(ω))d

∫ ω̄

ω

X(ω̃)dω̃

=X(1)+

∫ ω̄

1

X(ω)dω+ ln(X(1))

∫ ω̄

1

X(ω)dω−
∫ ω̄

1

X(ω) ln(X(ω))dω

=X(1)+

∫ ω̄

1

{(1+ ln(X(1)))X(ω)−X(ω) ln(X(ω))}dω

=X(1)+

∫ ω̄

1

X(ω)

{
1− ln(

X(ω)

X(1)
)

}
dω

Furthermore let

v(X)≜

∫ ω̄

1
ω̃x(ω̃)dω̃∫ ω̄

1
x(ω̃)dω̃

= 1+

∫ ω̄

1
X(ω)dω

X(1)
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Note: from now on, we use the tail distributions for Ḡ and F̄ ; Ḡ(ω) =
∫ ω̄

ω
g(ω)dω and F̄ (ω) =∫ ω̄

ω
f(ω)dω. Thus:

L= F̄ (1)+

∫ ω̄

1

F̄ (ω)

{
1− ln(

F̄ (ω)

F̄ (1)
)

}
dω+ Ḡ(1)− F̄ (1)+

∫ ω̄

1

(Ḡ(ω)− F̄ (ω))

{
1− ln(

Ḡ(ω)− F̄ (ω)

Ḡ(1)− F̄ (1)
)

}
dω

= 1+

∫ ω̄

1

Ḡ(ω)dω−
∫ ω̄

1

F̄ (ω) ln(
F̄ (ω)

F̄ (1)
)dω−

∫ ω̄

1

(Ḡ(ω)− F̄ (ω)) ln(
Ḡ(ω)− F̄ (ω)

1− F̄ (1)
)dω

and

I(F̄ ) = v−1 −
∫ ω̄

1

ln(
F̄ (ω)

F̄ (1)
)F̄ (ω)dω−

∫ ω̄

1

ln(
Ḡ(ω)− F̄ (ω)

1− F̄ (1)
)(Ḡ(ω)−F̄ (ω))dω

Now,

GA(ω) =
F̄ (ω)

F̄ (1)
and GB(ω) =

Ḡ(ω)− F̄ (ω)

1− F̄ (1)
and pA = F̄ (1) and pB = 1− F̄ (1)

then with T (G)≜−G ln(G), we have

L=

∫ ω̄

1

{
pAT (ḠA(ω))+ pBT (ḠB(ω))

}
dω

It is easy to see that M≜ {(p,G) such that Ḡm(ω) is continuous decreasing with Ḡm(1) = 1 and

Ḡm(ω̄) = 0 and for which
∑M

m=1 pm(Ḡm(ω)− Ḡ(ω)) = 0 for all ω ∈ [1, ω̄] and
∑

m∈{A,B} pm = 1}.

□

Proof of Proposition 4 We introduce

L(G,p) =
∑

m∈{A,B}

pm

∫ ω̄

1

T (Ḡm(ω))dω and vm(G) = 1+

∫ ω̄

1

Ḡm(ω)dω for (p,G)∈M.

and can write the objective function as

(λ− 1)× (
∑

m∈{A,B}

pm({vm(G)− v−1}+ +L(G,p))− v−1). (11)

WLOG, we can ignore the second term v−1 and factor (λ− 1). For fixed p, the objective is to

minimize
∑

m∈{A,B} pm({vm(G)− v−1}+ +L(G,p) for (p,G)∈M.

Key proof idea: Instead of optimizing over (p,G) ∈M, we optimize over a class of functions,

Ḡm(ω,ω,p), parameterized by ω = (ω1, ω2, ..., ωK−1) ∈ [1, ω̄]K−1 with 1 = ω0 ≤ ω1 ≤ ... ≤ ωK−2 ≤

ωK−1 ≤ ωK = ω̄. Intuitively, we introduce a sequence ABABABA... with outcome A in the intervals

∪⌈K/2⌉
k=1 [ω2(k−1), ω2k−1] and B in the other intervals. For a large enough K, the intervals can be

adjusted to approximate any continuous Ḡm(ω). Instead of optimizing over continuous function,

we optimize over ω. We take two consecutive segments with outcome B of any ω for K ≥ 5 and

fix the probability mass in each of these B-segments, as well as the posterior mean. Then, we show

that, under some mild conditions of the prior, the objective will be improved by eliminating one of
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the adjacent segments with outcome A. Thus, it suffices to consider ω with strictly less segments.

For K = 4, an additional condition on the prior is required as fixing the probability masses of

each B segment and the posterior mean uniquely specifies the thresholds. In that case, under an

additional condition on the prior, we show that again the objective can be improved when fixing the

total probability mass in both B-segments, as well as the posterior mean. Therefore, for any given

posterior expected value, the optimal solution must have three segments or less K ≤ 3. Finally, we

show that when also optimizing over the posterior expected value, either the posterior is equal to

the prior for K = 3 and the posterior at t= 0 is equal to the prior, or, K = 2 and the posterior for

signal B (A) is strictly higher (lower) than the prior.

Posterior Ḡm(ω,ω,p): Using Bayes’ rule, the structure with outcome A in the intervals

∪⌈K/2⌉
k=1 [ω2(k−1), ω2k−1] (and B in the other intervals) yield the following posterior tail distribution:

Ḡm(ω,ω,p) =

∑
k: outcome m in (ωk−1,ωk)

∫ max(ω,ωk)

max(ω,ωk−1)
g(ω)dω

pm
. (12)

It is easy to see that Ḡm(ω,ω,p) is continuous decreasing with Ḡm(1,ω,p) = 1 and Ḡm(0,ω,p) = 0

and for which
∑M

m=1 pm(Ḡm(ω,ω,p)− Ḡ(ω)) = 0 for all ω ∈ [1, ω̄], hence, (p,G)∈M.

Optimization over ω: We can write the following optimization problem in ω:

min
ω

∑
m∈{A,B}

pm{vm(ω,p)− v−1}+ +L(ω,p) where

L(ω,p) =
∑

m∈{A,B}

pm

∫ ω̄

1

T (Ḡm(ω,p,ω))dω and vm(ω,p) = 1+

∫ ω̄

1

Ḡm(ω,ω,p)dω.

Introduce v = (vA, vB) ∈ R2
+, where vm is the posterior expectation of outcome m. Notice that

not all (v,p) ∈ R2
+ × [0,1]2 can be achieved. For every pA, we have that pB = 1 − pA and vB =

(v−1 − pAvA)/(1− pA) and it is easy to see that

vA(pA)≜ 1+

∫ w(pA)

1
Ḡ(ω)dω

pA
⩽ vA ⩽ v̄A(pA)≜ 1+

w̄(pA)− 1+
∫ ω̄

w̄(pA)
Ḡ(ω)dω

pA
where w(pA) and w̄(pA) solve 1− Ḡ(w) = Ḡ(w̄) = pA

are the lowest and highest possible value for vA (as all mass is compacted at the lowest and highest

values respectively). Now, define

V(p)≜ {(vA, vB)∈ [1, ω̄] : vA(pA)⩽ vA ⩽ v̄A(pA) and vB = (v−1 − pAvA)/(1− pA)}.

Note that (v−1, v−1) ∈ V(p). It is easy to see that with K = 2, it is impossible to obtain v−1 =

vA(ω1,p) = vB(ω1,p). Fixing v ∈ V(p), we have the following problem: we will consider the problem

min
ω

L(ω,p) subject to v= (vA(ω,p), vB(ω,p)).
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From now on, we consider only v ∈ V(p). For ease of notation, we drop (v,p) from the arguments.

Now, let the mass in each of the intervals for outcome B be pBk with
∑KB

k=1 pBk = pB. First, consider

K ⩾ 5. Consider two consecutive B-intervals, k and k+1, where 1< k <KB. Then, consider the

four thresholds for these two intervals, (ω2k−1, ω2k, ω2k+1, ω2k+2) and keep the other thresholds fixed.

Now, we study the following minimization problem:

min
(ω2k−1,ω2k,ω2k+1,ω2k+2)

L(ω) s.t. vB0 = vB(ω), pBk = Ḡ(ω2k−1,ω)− Ḡ(ω2k,ω)

and pBk+1 = Ḡ(ω2k+1,ω)− Ḡ(ω2k+2,ω).

Given (pBk, pBk+1, vB0), there are three conditions on four variables and hence, only one degree

of freedom. WLOG, we let ω2k−1 be the independent variable and let L̂(ω2k−1) a single-dimensional

function of ω2k−1. We show that when the prior, g(ω), is concave decreasing, when
dL̂(ω2k−1)

dω2k−1
= 0,

it follows that
d2L̂(ω2k−1)

dω2
2k−1

< 0. Therefore, the objective to be minimized is concave in ω2k−1 and

thus L̂(ω2k−1) cannot have an interior solution. That is, either ω∗
2k−1 = ω2k−2, or ω∗

2k−1 = ω∗
2k or

ω∗
2k+2 = ω2k+3. This holds for any (pBk, pBk+1, vB0).

Claim 1. When g(ω) is concave, then L̂(ω2k−1) cannot have a local minimum for K ⩾ 5.

Proof See Lemmas 5, 6 and 10.

□

As a consequence, the optimal number of segments must by K ≤ 4. We cannot follow the

same proof structure for K = 4 because for K = 4, there are only three independent thresholds;

(ω1, ω2, ω3) and for given (pB1, pB2, vB0), there thresholds are uniquely determined. For K = 4, we

fix the total mass for signal B, pB, as well as the posterior, vB. Then consider the problem

min
(ω1,ω2,ω3)

L(ω) subject to vB0 = vB(ω), pB = Ḡ(ω1)− Ḡ(ω2)+ Ḡ(ω3).

Given (pB, vB0), there are two conditions on three variables and hence, only one degree of freedom.

WLOG, we let ω2 be the independent variable and L̂(ω2) a single-dimensional function of ω2. We

show that when the prior, g(ω), is concave decreasing, when dL̂(ω2)

dω2
= 0, it follows that d2L̂(ω2)

dω2
2

< 0.

Therefore, the objective to be minimized is concave in ω2 and thus L̂(ω2) cannot have an interior

solution. This holds for any (pB, vB).

Claim 2. When g(ω) is concave decreasing, then L̂(ω1) cannot have a local minimum for K = 4.

Proof See Lemmas 7, 8 and 10.

□
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Finally, recall that, for a given p, the objective function is

min
ω

∑
m∈{A,B}

pm{vm(ω)− v−1}+ +L(ω).

Thus, fixing the posterior, we have optimally K ≤ 3 segments.

Claim 3. When g(ω) is concave, optimizing over the posterior either leads to either the posterior

is equal to the prior and K = 3, or K = 2 and the posterior is greater than the prior for K ⩽ 3.

Proof See Lemmas 9 and 10.

□

Proof of Proposition 5 This proof has been argued in the main body.

□

Proof of Proposition 6 Similar to the proof of Proposition 2, we can first write out the expres-

sion for risk conscious disutility. Denote W1, W2 and W3 as the expected risk conscious disutility

of customers with structure AAB, ABA, and ABB, respectively.

When the structure is AAB, we can write out the explicit expression for the cumulative standard

deviation. Note that only customers with starting times 1 and 2 will have uncertainty:

W1 = (1− g3)

√
g1

1− g3
(1− g1 +2(1− g1 − g3)

1− g3
)2 +

1− g1 − g3
1− g3

(2− g1 +2(1− g1 − g3)

1− g3
)2 +0

= (1− g3)

√
g1

1− g3
(
1− g1 − g3
1− g3

)2 +
1− g1 − g3
1− g3

(
g1

1− g3
)2

=
√

g1(1− g1 − g3)

Similarly for structure ABA:

W2 = (g1 + g3)

√
g1

g1 + g3
(1− g1 +3g3

g1 + g3
)2 +

g3
g1 + g3

(3− g1 +3g3
g1 + g3

)2 +0

= (g1 + g3)

√
g1

g1 + g3
(
−2g3
g1 + g3

)2 +
g3

g1 + g3
(

2g1
g1 + g3

)2

= 2
√
g1g3

For structure ABB, the customers with starting times 2 and 3 will generate outcomes at t= 1

that fully reveal their start times, thus no uncertainty is further accumulated at t= 1:

W3 = (1− g1)

√
1− g1 − g3
1− g1

(2− 2(1− g1 − g3)+ 3g3
1− g1

)2 +
g3

1− g1
(3− 2(1− g1 − g3)+ 3g3

1− g1
)2 +0

= (1− g1)

√
1− g1 − g3
1− g1

(
g3

1− g1
)2 +

g3
1− g1

(
1− g1 − g3
1− g1

)2

=
√

g3(1− g1 − g3)
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Thus for W1, W2, and W3,

W1 ≥W2

⇐⇒
√
g1(1− g1 − g3)≥ 2

√
g1g3

⇐⇒ 1− g1 − g3 ≥ 4g3

⇐⇒ g1 +5g3 ≤ 1

W2 ≥W3

⇐⇒ 2
√
g1g3 ≥

√
g3(1− g1 − g3)

⇐⇒ 4g1 ≥ 1− g1 − g3

⇐⇒ 5g1 + g3 ≤ 1

W1 ≥W3

⇐⇒
√

g1(1− g1 − g3)≥
√

g3(1− g1 − g3)

⇐⇒ g1 ≥ g3

These inequalities form the boundaries of the optimal outcomes.

□

Proof of Lemma 1 We first show that if every possible expectation path is monotonic, a loss-

averse customer’s expected utility is equal to the upper bound ŪL =EΩ{u(v−1−Ω)}. Thus, assume

that every possible expectation path is monotonic. If ω≤ v−1, we have

UL(g̃ω) =
ω∑

t=0

{
[ṽt−1(g̃t−1)− ṽt(g̃t)]+ −λ[ṽt(g̃t)− ṽt−1(g̃t−1)]+

}
=

ω∑
t=0

{ṽt−1(g̃t−1)− ṽt(g̃t)}

= v−1 − ṽ1(g̃1)+
ω−1∑
t=1

{ṽt−1(g̃t−1)− ṽt(g̃t)}+ ṽω−1(g̃ω−1)−ω

= v−1 −ω

Similarly, if ω > v−1, we can show that UL(g̃ω) = λ(v−1 − ω). Therefore, we have EΩU
L(g̃Ω) =

EΩ{u(v−1 −Ω)}= ŪL.
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Now we show that if a loss-averse customer’s expected utility is equal to the upper bound ŪL,

then every possible expectation path is monotonic. We prove this statement by contradiction. Thus,

assume that there exists at least one expectation path that is not monotonic. If ω≤ v−1,

UL(g̃ω) =
ω∑

t=0

{
[ṽt−1(g̃ω)− ṽt(g̃ω)]+ −λ[ṽt(g̃ω)− ṽt−1(g̃ω)]+

}
<

ω∑
t=0

{
[ṽt−1(g̃ω)− ṽt(g̃ω)]+ − [ṽt(g̃ω)− ṽt−1(g̃ω)]+

}
=

ω∑
t=0

{ṽt−1(g̃ω)− ṽt(g̃ω)}

= v−1 −ω

= u(v−1 −ω)

where the inequality follows because λ> 1. Now, if ω > v−1,

UL(g̃ω) =
ω∑

t=0

{
[ṽt−1(g̃ω)− ṽt(g̃ω)]+ −λ[ṽt(g̃ω)− ṽt−1(g̃ω)]+

}
<

ω∑
t=0

{
λ[ṽt−1(g̃ω)− ṽt(g̃ω)]+ −λ[ṽt(g̃ω)− ṽt−1(g̃ω)]+

}
= λ

ω∑
t=0

{ṽt−1(g̃ω)− ṽt(g̃ω)}

= λ(v−1 −ω)

= u(v−1 −ω)

Because this is true for at least one expectation path, EΩU
L(g̃Ω)<EΩ{u(v−1−Ω)}= ŪL. There-

fore, monotonicity of all expectation paths is a necessary and sufficient condition for achieving the

upper bound.

□

Proof of Proposition 7 Given Lemma 1, any information structure f that produces monotonic

expectation paths for the expected wait times is an optimal information structure. The following

definition will be useful:

Definition 2. An information structure f t
ω is mean-preserving if for all ω, vt(g̃ω) = v−1.

In the ‘candelabra’ structure, the forecasts reveal the most extreme waiting-times first, while the

forecasts for the middle waiting times are mean-preserving. That is, in the first period waiting times

ω= 1 and ω̄ are revealed, in the second period ω= 2 and ω̄−1 are revealed, etc. The expected wait-

times for the remaining customers in-between those extremes remain v−1. We now show that given

a symmetric prior distribution, there are always structures that produce the candelabra pattern,

and that information structure is optimal.
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We first show that the following information structure produces the candelabra. For t =

0,1, . . . , ω̄− 1, let

f t
ω =

{
1 for ω= t+1, ω̄− t≤ ω≤ ω̄

0 otherwise

We will see that generating outcome A for ω̄− t+1≤ ω ≤ ω̄ is arbitrary; generating B for any

of these customers will have the same affect. We now proceed by induction. In period t=−1 we

have the symmetric prior distribution g−1. Now assume that for some t = 0...ω̄ − 1 we have the

following posterior distributions:

For t+2≤ ω≤ ω̄− t− 1,

g̃tT =

{
g−1
T∑ω̄−t−1

τ=t+2 g−1
τ

for t+2≤ T ≤ ω̄− t− 1

0 otherwise

For ω= t+1 and ω= ω̄− t,

g̃tT =


1
2
for T = t+1

1
2
for T = ω̄− t

0 otherwise

Finally, given t > 0 and for ω≤ t and ω≥ ω̄− t+1, g̃tT = 1 for T = ω, 0 otherwise. That is, the t

service times on both the low and high sides of the distributions have been revealed.

Note that for t + 1 ≤ ω ≤ ω̄ − t, vt = v−1 = (1/2)(ω̄ + 1). We now show that the information

structure described above preserves this posterior distribution when we move from t to t+ 1. At

time period t+1, customers t+3≤ ω≤ ω̄− t− 2, generate outcome B, and for these customers,

g̃t+1
T =

{
g−1
T∑ω̄−t−2

τ=t+3 g−1
τ

for t+3≤ T ≤ ω̄− t− 2

0 otherwise

Customers with ω= t+2 and ω̄− t−1≤ ω≤ ω̄, generate outcome A. For ω̄− t≤ ω≤ ω̄, the service

times have been revealed and the observed outcome has no effect. Now consider the customer with

ω= t+2. From the induction assumption, for this customer g̃tT = 0 for T > ω̄− t−1. Also, because

the distribution is symmetric, g̃tt+2 = g̃tω̄−t−1. Therefore,

g̃t+1
t+2 =

g̃tt+2

g̃tt+2 + g̃tω̄−t−1

=
1

2

We have the same result for g̃t+1
ω̄−t−1, given a customer with ω= t+2, as well as the same posterior

distribution for customers with ω= ω̄− t− 1.

Finally, we consider the two customers at the extremes. A customer with ω= t+1 has gone into

service at time t+1 so that g̃t+1
t+1 = 1. For the customer with ω= ω̄− t,

g̃t+1
ω̄−t =

g̃tω̄−t

1− g̃tt+1

=
1
2

1− 1
2

= 1
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Therefore, for a customer with ω = ω̄− t, for any outcome s, g̃t+1
ω̄−t = gt+1

ω̄−t(s) = 1. This shows that

the posterior distributions are preserved. Note again that for t+2≤ ω ≤ ω̄− t− 1, vt+1 = v−1, so

the information structure is mean-preserving. This implies that for any ω, the sequence of expected

wait times consists of one or more values v−1, and then ω itself. Therefore the sequence of expected

wait times is monotonic, and by lemma 1, the information structure is optimal.

□

2. Auxiliary Results

Before proving Lemmas 5, 6, 7, 8, 9 and 10, we first establish auxiliary Lemmas for the closed form

of the objective function, .

Lemma 3. For any given threshold structure ω for K ≥ 5 segments, we have:

L(ω) =pA{
∫ ω1

1

T (
Ḡ(ω)− Ḡ(ω1)+ Ḡ(ω2)− Ḡ(ω3)+ Ḡ(ω4)+H

pA
)dω

+

∫ ω2

ω1

T (
Ḡ(ω2)− Ḡ(ω3)+ Ḡ(ω4)+H

pA
)dω

+

∫ ω3

ω2

T (
Ḡ(ω)− Ḡ(ω3)+ Ḡ(ω4)+H

pA
)dω+

∫ ω4

ω3

T (
Ḡ(ω4)+H

pA
)dω+ ...︸︷︷︸

independent of (ω1,ω2,ω3,ω4)

}

+ pB{
∫ ω1

1

T (
Ḡ(ω1)− Ḡ(ω2)+ Ḡ(ω3)− Ḡ(ω4)−H

pB︸ ︷︷ ︸
=1

)dω

+

∫ ω2

ω1

T (
Ḡ(ω)− Ḡ(ω2)+ Ḡ(ω3)− Ḡ(ω4)−H

pB
)dω

+

∫ ω3

ω2

T (
Ḡ(ω3)− Ḡ(ω4)−H

pB
)dω+

∫ ω4

ω3

T (
Ḡ(ω)− Ḡ(ω4)−H

pB
)dω+ ...︸︷︷︸

independent of (ω1,ω2,ω3,ω4)

}

WLOG, we can focus on K = 6 (by considering the first six segments of any structure with

K > 6) and transform variables ω into γ as follows:

Ḡ(ω) = γ, h(γ) =
1

g(Ḡ−1(γ))
and

1 = γ6 > Ḡ(ω1) = γ5 > Ḡ(ω2) = γ4 > Ḡ(ω3) = γ3 > Ḡ(ω4) = γ2 > Ḡ(ω5) = γ1 > 0 = γ0.

This transformation makes the derivations below cleaner. Now, with a slight abuse of notation,

we rewrite L(ω) as L(γ):

Lemma 4. For any given threshold structure γ for K = 6 segments, the objective function is

given by:

L(γ) =pA{
∫ 1

γ5

T (
γ− γ5 + γ4 − γ3 + γ2 − γ1

pA
)h(γ)dγ+

∫ γ5

γ4

T (
γ4 − γ3 + γ2 − γ1

pA
)h(γ)dγ
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+

∫ γ4

γ3

T (
γ− γ3 + γ2 − γ1

pA
)h(γ)dγ+

∫ γ3

γ2

T (
γ2 − γ1
pA

)h(γ)dγ+

∫ γ2

γ1

T (
γ− γ1
pA

)h(γ)dγ}

+ pB{
∫ 1

γ5

T (
γ5 − γ4 + γ3 − γ2 + γ1

pB︸ ︷︷ ︸
=1

)h(γ)dγ

+

∫ γ5

γ4

T (
γ− γ4 + γ3 − γ2 + γ1

pB
)h(γ)dγ+

∫ γ4

γ3

T (
γ3 − γ2 + γ1

pB
)h(γ)dγ+

∫ γ3

γ2

T (
γ− γ2 + γ1

pB
)h(γ)dγ

+

∫ γ3

γ2

T (
γ1
pB

)h(γ)dγ+

∫ γ1

0

T (
γ

pB
)h(γ)dγ}

and the posterior expected wait time for structure B, vB(γ), is

vB(γ) = 1+

∫ 1

γ5

γ5 − γ4 + γ3 − γ2 + γ1
pB

h(γ)dγ+

∫ γ5

γ4

γ− γ4 + γ3 − γ2 + γ1
pB

h(γ)dγ

+

∫ γ4

γ3

γ3 − γ2 + γ1
pB

h(γ)dγ+

∫ γ3

γ2

γ− γ2 + γ1
pB

h(γ)dγ+

∫ γ2

γ1

γ1
pB

h(γ)dγ+

∫ γ1

0

γ

pB
h(γ)dγ

and vA(γ) can be obtained from pAvA(γ)+ (1− pA)vB(γ) = v−1.

Lemma 5. For K = 6, we change γ5, keeping pB1, pB2 and the posterior constant; pB1 = γ5−γ4,

pB2 = γ3 − γ2 and vB0 = vB(γ), we have:

dL̂(γ5)

dγ5
=Z(γ2, γ3, γ4, γ5)×

∫ γ5

γ4

h(γ)dγ where

Z(γ2, γ3, γ4, γ5) =−
∫ γ5

γ4
ln( γ4−γ3+γ2−γ1

γ−γ4+γ3−γ2+γ1
)h(γ)dγ∫ γ5

γ4
h(γ)dγ

+

∫ γ3

γ2
ln( γ2−γ1

γ−γ2+γ1
)h(γ)dγ∫ γ3

γ2
h(γ)dγ

Lemma 6. For K = 6, we change γ5, keeping pB1, pB2 and the posterior constant; pB1 = γ5−γ4,

pB2 = γ3 − γ2 and vB0 = vB(γ), we have that when dL̂(γ5)

dγ5
= 0 then

when h(γ) is concave ⇒ d2L̂(γ5)

dγ2
5

< 0

Lemma 7. For K = 4, we change γ3, keeping pB and the posterior constant; pB = γ3 − γ2 + γ1

and vB0 = vB(γ), we have that:

dL̂(γ2)

dγ2
=Z(γ1, γ2, γ3)×

∫ γ3

γ2
h(γ)dγ

∫ γ2

γ1
h(γ)dγ∫ γ3

γ1
h(γ)dγ

where Z(γ1, γ2, γ3) =

∫ γ2

γ1
ln( γ−γ1

γ2−γ1
)h(γ)dγ∫ γ2

γ1
h(γ)dγ

+

∫ γ3

γ2
ln(γ−γ2+γ1

γ1
)h(γ)dγ∫ γ3

γ2
h(γ)dγ

Lemma 8. For K = 4, we change γ3, keeping pB and the posterior constant; pB = γ3 − γ2 + γ1

and vB0 = vB(γ), we have that when dL̂(γ2)

dγ2
= 0 then

when h(γ) is concave decreasing ⇒ d2L̂(γ2)

dγ2
2

< 0
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Lemma 9. For K = 3, we change γ2, keeping pB, pB = γ2 − γ1 and vB0 = vB(γ), we have the

following necessary condition for a local optimum: dL̂(γ2)

dγ2
= 0 with

dL̂(γ2)

dγ2
=

∫ γ2

γ1

{
1− ln(

γ1
γ− γ1

)+ ln(
pA

1− pA
)

}
h(γ)dγ

and when dL̂(γ2)

dγ2
= 0 then

when h(γ) is concave ⇒ d2L̂(γ2)

dγ2
2

< 0

Lemma 10. When g(ω) is concave decreasing, h(γ) is concave decreasing too.

3. Proofs of Auxiliary results

Proof of Lemma 3 : With

ḠA(ω,ω) =

∫
ω∈∪KA

k=1
[ω2(k−1),ω2k−1]

g(ω)dω

pA
=

∑KA
k=1

∫ max(ω,ω2k−1)

max(ω,ω2(k−1))
g(ω)dω

pA

=

∑KA
k=1(Ḡ(max(ω,ω2(k−1)))− Ḡ(max(ω,ω2k−1)))

pA

the objective function is:

pA

∫ ω̄

1

T (

∑KA
k=1(Ḡ(max(ω,ω2(k−1)))− Ḡ(max(ω,ω2k−1)))

pA
)dω

+(1− pA)

∫ ω̄

1

T (

∑KB
k=1(Ḡ(max(ω,ω2k−1))− Ḡ(max(ω,ω2k)))

1− pA
)dω

or the integrands can be written as:

Ḡ(ω)−Ḡ(ω1)+Ḡ(ω2)−Ḡ(ω3)+Ḡ(ω4)−Ḡ(ω5)+...+Ḡ(ωKA−1)−Ḡ(ωKA
)

pA
1⩽ ω⩽ ω1

Ḡ(ω2)−Ḡ(ω3)+Ḡ(ω4)−Ḡ(ω5)+...+Ḡ(ωKA−1)−Ḡ(ωKA
)

pA
ω1 ⩽ ω⩽ ω2

Ḡ(ω)−Ḡ(ω3)+Ḡ(ω4)−Ḡ(ω5)+...+Ḡ(ωKA−1)−Ḡ(ωKA
)

pA
ω2 ⩽ ω⩽ ω3

Ḡ(ω4)−Ḡ(ω5)+...+Ḡ(ωKA−1)−Ḡ(ωKA
)

pA
ω3 ⩽ ω⩽ ω4

...
...

and

Ḡ(ω1)−Ḡ(ω2)+Ḡ(ω3)−Ḡ(ω4)+Ḡ(ω5)−Ḡ(ω6)+...+Ḡ(ωKB−1)−Ḡ(ωKB
)

1−pA
1⩽ ω⩽ ω1

Ḡ(ω)−Ḡ(ω2)+Ḡ(ω3)−Ḡ(ω4)+Ḡ(ω5)−Ḡ(ω6)+...+Ḡ(ωKB−1)−Ḡ(ωKB
)

1−pA
ω1 ⩽ ω⩽ ω2

Ḡ(ω3)−Ḡ(ω4)+Ḡ(ω5)−Ḡ(ω6)+...+Ḡ(ωKB−1)−Ḡ(ωKB
)

1−pA
ω2 ⩽ ω⩽ ω3

Ḡ(ω)−Ḡ(ω4)+Ḡ(ω5)−Ḡ(ω6)+...+Ḡ(ωKB−1)−Ḡ(ωKB
)

1−pA
ω3 ⩽ ω⩽ ω4

...
...

or with

H(ω5, ...) =−Ḡ(ω5)+

KA∑
k=4

(Ḡ(ω2(k−1))− Ḡ(ω2k−1))
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we can write 

Ḡ(ω)−Ḡ(ω1)+Ḡ(ω2)−Ḡ(ω3)+Ḡ(ω4)+H(ω5,...)

pA
1⩽ ω⩽ ω1

Ḡ(ω2)−Ḡ(ω3)+Ḡ(ω4)+H(ω5,...)

pA
ω1 ⩽ ω⩽ ω2

Ḡ(ω)−Ḡ(ω3)+Ḡ(ω4)+H(ω5,...)

pA
ω2 ⩽ ω⩽ ω3

H(ω5,...)

pA
ω3 ⩽ ω⩽ ω4

...
...

and

Ḡ(ω1)−Ḡ(ω2)+Ḡ(ω3)−Ḡ(ω4)+Ḡ(ω4)−H(ω5,...)

1−pA
1⩽ ω⩽ ω1

Ḡ(ω)−Ḡ(ω2)+Ḡ(ω3)−Ḡ(ω4)−H(ω5,...)

1−pA
ω1 ⩽ ω⩽ ω2

Ḡ(ω3)−Ḡ(ω4)−H(ω5,...)

1−pA
ω2 ⩽ ω⩽ ω3

Ḡ(ω)−H(ω5,...)

1−pA
ω3 ⩽ ω⩽ ω4

...
...

and after dropping the arguments (ω5, ..., ωK−1).

L(ω) =pA{
∫ ω1

1

T (
Ḡ(ω)− Ḡ(ω1)+ Ḡ(ω2)− Ḡ(ω3)+ Ḡ(ω4)+H

pA
)dω

+

∫ ω2

ω1

T (
Ḡ(ω2)− Ḡ(ω3)+ Ḡ(ω4)+H

pA
)dω

+

∫ ω3

ω2

T (
Ḡ(ω)− Ḡ(ω3)+ Ḡ(ω4)+H

pA
)dω+

∫ ω4

ω3

T (
Ḡ(ω4)+H

pA
)dω+ ...︸︷︷︸

independent of (ω1,ω2,ω3,ω4)

}

+(1− pA){
∫ ω1

1

T (
Ḡ(ω1)− Ḡ(ω2)+ Ḡ(ω3)− Ḡ(ω4)−H

1− pA︸ ︷︷ ︸
=1

)dω

+

∫ ω2

ω1

T (
Ḡ(ω)− Ḡ(ω2)+ Ḡ(ω3)− Ḡ(ω4)−H

1− pA
)dω

+

∫ ω3

ω2

T (
Ḡ(ω3)− Ḡ(ω4)−H

1− pA
)dω+

∫ ω4

ω3

T (
Ḡ(ω)− Ḡ(ω4)−H

1− pA
)dω+ ...︸︷︷︸

independent of (ω1,ω2,ω3,ω4)

}

(Note that pA = 1− Ḡ(ω1)+ Ḡ(ω2)− Ḡ(ω3)+ Ḡ(ω4)+H.)

□

Proof of Lemma 4 : Follows from straightforward substitution of Ḡ(ω) = γ in the objective

function in Lemma 11.

□

Proof of Lemma 5 : We have pB1 = γ5 − γ4, pB2 = γ3 − γ2 and vB(γ) = vB0 and from deriving

these conditions wrt γ5, we obtain

dγ4
dγ5

= 1 and
dγ2
dγ5

=
dγ3
dγ5

=−
∫ γ5

γ4
h(γ)dγ∫ γ3

γ2
h(γ)dγ
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The first order derivative wrt of L̂(γ5) wrt γ5 is:

dL̂

dγ5
=

∂L

∂γ5
+

∂L

∂γ4

dγ4
dγ5

+
∂L

∂γ3

dγ3
dγ5

+
∂L

∂γ2

dγ2
dγ5

or, after some straightforward algebra:

∂L

∂γ5
+

∂L

∂γ4

dγ4
dγ5

=

∫ γ5

γ4

T ′(
γ4 − γ3 + γ2 − γ1

pA
)h(γ)dγ−

∫ γ5

γ4

T ′(
γ− γ4 + γ3 − γ2 + γ1

1− pA
)h(γ)dγ

∂L

∂γ3

dγ3
dγ5

+
∂L

∂γ2

dγ2
dγ5

=−
{∫ γ3

γ2

T ′(
γ2 − γ1
pA

)h(γ)dγ−
∫ γ3

γ2

T ′(
γ− γ2 + γ1
1− pA

)h(γ)dγ

} ∫ γ5

γ4
h(γ)dγ∫ γ3

γ2
h(γ)dγ

and thus

dL̂

dγ5
=

∫ γ5

γ4

T ′(
γ4 − γ3 + γ2 − γ1

pA
)h(γ)dγ−

∫ γ5

γ4

T ′(
γ− γ4 + γ3 − γ2 + γ1

1− pA
)h(γ)dγ

−
{∫ γ3

γ2

T ′(
γ2 − γ1
pA

)h(γ)dγ−
∫ γ3

γ2

T ′(
γ− γ2 + γ1
1− pA

)h(γ)dγ

} ∫ γ5

γ4
h(γ)dγ∫ γ3

γ2
h(γ)dγ

and with T ′(G) =− ln(G)− 1, we have, we can write after some straightforward algebra:

dL̂

dγ5
=−

{∫ γ5

γ4

ln(
γ4 − γ3 + γ2 − γ1

γ− γ4 + γ3 − γ2 + γ1
)h(γ)dγ−

∫ γ5

γ4

ln(
pA

1− pA
)h(γ)dγ

}
+

{∫ γ3

γ2

ln(
γ2 − γ1

γ− γ2 + γ1
)h(γ)dγ−

∫ γ3

γ2

ln(
pA

1− pA
)h(γ)dγ

} ∫ γ5

γ4
h(γ)dγ∫ γ3

γ2
h(γ)dγ

=−
∫ γ5

γ4

ln(
γ4 − γ3 + γ2 − γ1

γ− γ4 + γ3 − γ2 + γ1
)h(γ)dγ+

∫ γ3

γ2

ln(
γ2 − γ1

γ− γ2 + γ1
)h(γ)dγ

∫ γ5

γ4
h(γ)dγ∫ γ3

γ2
h(γ)dγ

=

−
∫ γ5

γ4
ln( γ4−γ3+γ2−γ1

γ−γ4+γ3−γ2+γ1
)h(γ)dγ∫ γ5

γ4
h(γ)dγ

+

∫ γ3

γ2
ln( γ2−γ1

γ−γ2+γ1
)h(γ)dγ∫ γ3

γ2
h(γ)dγ︸ ︷︷ ︸

=Z(γ2,γ3,γ4,γ5)


∫ γ5

γ4

h(γ)dγ

□

Proof of Lemma 6 : We need to derive with respect to γ5 again, when Z = 0:

d2L̂

dγ2
5

=
dZ

dγ5
×
∫ γ5

γ4

h(γ)dγ+ Z︸︷︷︸
=0

× d

dγ5

∫ γ5

γ4

h(γ)dγ

and when Z = 0, the sign of d2L̂
dγ2

5
is determined by the sign of

dZ

dγ5
=

∂Z

∂γ5
+

∂Z

∂γ4

dγ4
dγ5

+
∂Z

∂γ3

dγ3
dγ5

+
∂Z

∂γ2

dγ2
dγ5

.

Now, we rewrite Z(γ2, γ3, γ4, γ5) introducing

Y (γ, γ̄,∆)=

∫ γ̄

γ
ln(

γ−∆

γ−γ+∆
)h(γ)dγ∫ γ̄

γ
h(γ)dγ

.
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With ∆= γ3−γ2+γ1 and γ4 = γ and γ5 = γ̄ in the first term and ∆= γ1 and γ2 = γ and γ3 = γ̄ in

the second term, it is easy to see that

Z(γ2, γ3, γ4, γ5) =−Y (γ4, γ5, γ3 − γ2 + γ1)+Y (γ2, γ3, γ1).

Thus, we have the following partial derivatives:

∂Z

∂γ5
=−∂Y (γ4, γ5, γ3 − γ2 + γ1)

∂γ̄
,
∂Z

∂γ4
=−∂Y (γ4, γ5, γ3 − γ2 + γ1)

∂γ

∂Z

∂γ3
=

∂Y (γ4, γ5, γ3 − γ2 + γ1)

∂∆
+

∂Y (γ2, γ3, γ1)

∂γ̄
and

∂Z

∂γ2
=−∂Y (γ4, γ5, γ3 − γ2 + γ1)

∂∆
+

∂Y (γ2, γ3, γ1)

∂γ

and

dZ

dγ5
=

∂Z

∂γ5
+

∂Z

∂γ4
−
{
∂Z

∂γ3
+

∂Z

∂γ2

} ∫ γ5

γ4
h(γ)dγ∫ γ3

γ2
h(γ)dγ

=−∂Y (γ4, γ5, γ3 − γ2 + γ1)

∂γ̄
+

∂Y (γ4, γ5, γ3 − γ2 + γ1)

∂γ

−

{
−∂Y (γ4,γ5,γ3−γ2+γ1)

∂∆
+ ∂Y (γ2,γ3,γ1)

∂γ̄

+∂Y (γ4,γ5,γ3−γ2+γ1)

∂∆
+ ∂Y (γ2,γ3,γ1)

∂γ

} ∫ γ5

γ4
h(γ)dγ∫ γ3

γ2
h(γ)dγ

=−
{
∂Y (γ4, γ5, γ3 − γ2 + γ1)

∂γ̄
+

∂Y (γ4, γ5, γ3 − γ2 + γ1)

∂γ

}
−
{
∂Y (γ2, γ3, γ1)

∂γ̄
+

∂Y (γ2, γ3, γ1)

∂γ

} ∫ γ5

γ4
h(γ)dγ∫ γ3

γ2
h(γ)dγ

Notice that dZ
dγ5

does not depend on
∂Y (γ,γ̄,∆)

∂∆
, only on ∂

∂γ
Y (γ, γ̄,∆) and ∂

∂γ̄
Y (γ, γ̄,∆). These are:

∂

∂γ
Y (γ, γ̄,∆)= h(γ)

∫ γ̄

γ
ln(

γ−∆

γ−γ+∆
)h(γ)dγ

(
∫ γ̄

γ
h(γ)dγ)2

+
− ln(

γ−∆

∆
)h(γ)+

∫ γ̄

γ

{
1

γ−∆
+ 1

γ−γ+∆

}
h(γ)dγ∫ γ̄

γ
h(γ)dγ

∂

∂γ̄
Y (γ, γ̄,∆)=−h(γ̄)

∫ γ̄

γ
ln(

γ−∆

γ−γ+∆
)h(γ)dγ

(
∫ γ̄

γ
h(γ)dγ)2

+
ln(

γ−∆

γ̄−γ+∆
)h(γ̄)∫ γ̄

γ
h(γ)dγ

.

Thus as
∫ γ5

γ4
h(γ)dγ/

∫ γ3

γ2
h(γ)dγ > 0, a sufficient condition for dZ

dγ5
< 0 is that both terms

∂Y (γ4,γ5,γ3−γ2+γ1)

∂γ̄
+ ∂Y (γ4,γ5,γ3−γ2+γ1)

∂γ
and ∂Y (γ2,γ3,γ1)

∂γ̄
+ ∂Y (γ2,γ3,γ1)

∂γ
are positive. After some algebraic

manipulation, we obtain:

∂

∂γ
Y (γ, γ̄,∆)+

∂

∂γ̄
Y (γ, γ̄,∆)

=
1

γ−∆
+

∫ γ̄

γ

{
−h′(γ)

h(γ)

∫ γ̄

γ

h(γ̃)dγ̃+h(γ̄)−h(γ)

}
ln(γ− γ+∆)h(γ)dγ

1

(
∫ γ̄

γ
h(γ̃)dγ̃)2

.

A sufficient condition for dZ
dγ5

< 0 is that

− 1

γ−∆
+

∫ γ̄

γ

{
h′(γ)

h(γ)

∫ γ̄

γ

h(γ̃)dγ̃− (h(γ̄)−h(γ))

}
ln(γ− γ+∆)h(γ)dγ

1

(
∫ γ̄

γ
h(γ̃)dγ̃)2

< 0 (13)
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So, after some algebraic manipulation, we obtain that dZ
dγ5

< 0 when:

−(γ−∆)(h(γ̄)−h(γ))

∫ γ̄

γ

ln(γ− (γ−∆))h(γ)dγ

+(γ−∆)(

∫ γ̄

γ

h(γ)dγ)

∫ γ̄

γ

ln(γ− (γ−∆))h′(γ)dγ− (

∫ γ̄

γ

h(γ)dγ)2 ≤ 0

When γ̄ = γ, the expression is equal to zero. When γ̄ > γ, we show next that the derivative of the

expression above wrt γ̄ is negative when h(γ) is concave, hence, the expression itself is negative:

− (γ−∆)h′(γ̄)

∫ γ̄

γ

ln(γ− (γ−∆))h(γ)dγ− (γ−∆)(h(γ̄)−h(γ)) ln(γ̄− (γ−∆))h(γ̄)

+ (γ−∆)h(γ̄)

∫ γ̄

γ

ln(γ− (γ−∆))h′(γ)dγ+(γ−∆)(

∫ γ̄

γ

h(γ)dγ) ln(γ̄− (γ−∆))h′(γ̄)

− 2(h(γ̄)

∫ γ̄

γ

h(γ)dγ)≤ 0

or

(γ−∆)

∫ γ̄

γ

{
h′(γ̄)

h(γ̄)
− h′(γ)

h(γ)

}
ln(

γ̄− (γ−∆)

γ− (γ−∆)
)h(γ̄)h(γ)dγ− 2(h(γ̄)

∫ γ̄

γ

h(γ)dγ)≤ 0

As ln(
γ̄−(γ−∆)

γ−(γ−∆)
)> 0 for γ ≤ γ ≤ γ̄, the first term is negative when,

h′(γ̄)

h(γ̄)
− h′(γ)

h(γ)
< 0⇔ h′(γ)

h(γ)
is decreasing ⇔ h′′(γ)h(γ)− (h′(γ))2

(h(γ))2
< 0⇐ h′′(γ)< 0.

Thus, when h(γ) is concave, the condition is satisfied.

□

Proof of Lemma 7 : We have that objective function:

L(γ1, γ2, γ3) =pA{
∫ 1

γ3

T (
γ− γ3 + γ2 − γ1

pA
)h(γ)dγ+

∫ γ3

γ2

T (
γ2 − γ1
pA

)dω+

∫ γ2

γ1

T (
γ− γ1
pA

)h(γ)dγ}

+(1− pA){
∫ γ3

γ2

T (
γ− γ2 + γ1
1− pA

)h(γ)dγ+

∫ γ2

γ1

T (
γ1

1− pA
)h(γ)dγ+

∫ γ1

0

T (
γ

1− pA
)h(γ)dγ}

and constraints pB = γ3 − γ2 + γ1 and vB0 = vB(γ) =
∫ γ3

γ2

γ−γ2+γ1
pB

h(γ)dγ +
∫ γ2

γ1

γ1
pB

h(γ)dγ +∫ γ1

0
γ
pB

h(γ)dγ, from which

dγ3
dγ2

=

∫ γ2

γ1
h(γ)dγ∫ γ3

γ1
h(γ)dγ

and
dγ1
dγ2

=

∫ γ3

γ2
h(γ)dγ∫ γ3

γ1
h(γ)dγ

We derive
dL̂

dγ2
=

∂L

∂γ1

dγ1
dγ2

+
∂L

∂γ2
+

∂L

∂γ3

dγ3
dγ2
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or via straighforward algebra, we obtain:

dL̂

dγ2
=


∫ γ2

γ1
ln( γ−γ1

γ2−γ1
)h(γ)dγ∫ γ2

γ1
h(γ)dγ

+

∫ γ3

γ2
ln(γ−γ2+γ1

γ1
)h(γ)dγ∫ γ3

γ2
h(γ)dγ︸ ︷︷ ︸

=Z(γ1,γ2,γ3)

×
∫ γ3

γ2
h(γ)dγ

∫ γ2

γ1
h(γ)dγ∫ γ3

γ1
h(γ)dγ

□

Proof of Lemma 8 : WLOG, select γ2 as independent variable. We need that when dL̂
dγ2

= 0,

then

d2L̂

dγ2
2

=
d

dγ2

{
Z ×

∫ γ3

γ2
h(γ)dγ

∫ γ2

γ1
h(γ)dγ∫ γ3

γ1
h(γ)dγ

}
=

dZ

dγ2
×
∫ γ3

γ2

h(γ)dγ+ Z︸︷︷︸
=0

× d

dγ2

{∫ γ3

γ2
h(γ)dγ

∫ γ2

γ1
h(γ)dγ∫ γ3

γ1
h(γ)dγ

}
< 0

Hence, d2L̂
dγ2

2
< 0 when dZ

dγ2
< 0. With γ2 − γ1 = γ3 − pB, we have

Z(γ1, γ2, γ3) =

∫ γ2

γ1
ln(γ−γ1

γ1
)h(γ)dγ∫ γ2

γ1
h(γ)dγ

+

∫ γ3

γ2
ln(γ−(γ3−pB)

(γ3−pB)
)h(γ)dγ∫ γ3

γ2
h(γ)dγ

Now, we rewrite Z(γ1, γ2, γ3) using

Z(γ1, γ2, γ3) = Y (γ1, γ2, γ1)+Y (γ2, γ3, γ3 − pB) with Y (γ, γ̄,Γ) =

∫ γ̄

γ
ln(γ−Γ

Γ
)h(γ)dγ∫ γ̄

γ
h(γ)dγ

.

and thus

dZ

dγ2
=

{
∂Y (γ1, γ2, γ1)

∂γ
+

∂Y (γ1, γ2, γ1)

∂Γ

}
dγ1
dγ2

+
∂Y (γ1, γ2, γ1)

∂γ̄
+

∂Y (γ2, γ3, γ3 − pB)

∂γ

+

{
∂Y (γ2, γ3, γ3 − pB)

∂γ̄
+

∂Y (γ2, γ3, γ3 − pB)

∂Γ

}
(1− dγ1

dγ2
)

< 0

Now, we have that

∂Y

∂γ
= h(γ)

∫ γ̄

γ

∫ γ

γ
1

γ̃−Γ
dγ̃h(γ)dγ

(
∫ γ̄

γ
h(γ)dγ)2

,
∂Y

∂γ̄
= h(γ̄)

∫ γ̄

γ

∫ γ̄

γ
1

γ̃−Γ
dγ̃h(γ)dγ

(
∫ γ̄

γ
h(γ)dγ)2

and

∂Y

∂Γ
=−

∫ γ̄

γ

{
1

γ−Γ
+ 1

Γ

}
h(γ)dγ∫ γ̄

γ
h(γ)dγ

=−
h(γ̄) ln(γ̄−Γ)−h(γ) ln(γ−Γ)−

∫ γ̄

γ
ln(γ−Γ)h′(γ)dγ+

∫ γ̄

γ
1
Γ
h(γ)dγ∫ γ̄

γ
h(γ)dγ

.

After some algrebra:

∂Y

∂γ
+

∂Y

∂Γ
=−

∫ γ̄

γ

{{
h(γ)∫ γ̄

γ h(γ)dγ
+ h′(γ)

h(γ)

}∫ γ̄

γ
1

γ̃−Γ
dγ̃+ 1

Γ

}
h(γ)dγ∫ γ̄

γ
h(γ)dγ

and

∂Y

∂γ̄
+

∂Y

∂Γ
=−

∫ γ̄

γ

{{
h(γ̄)∫ γ̄

γ h(γ)dγ
− h′(γ)

h(γ)

}∫ γ

γ
1

γ̃−Γ
dγ̃+ 1

Γ

}
h(γ)dγ∫ γ̄

γ
h(γ)dγ

.



61

Recalling that dγ1
dγ2

=
∫ γ3

γ2
h(γ)dγ/

∫ γ3

γ1
h(γ)dγ, the condition is

0>
dZ

dγ2
=−

∫ γ2

γ1

{{
h(γ1)∫ γ2

γ1
h(γ)dγ

+ h′(γ)
h(γ)

}∫ γ2

γ
1

γ̃−γ1
dγ̃+ 1

γ1

}
h(γ)dγ∫ γ2

γ1
h(γ)dγ

∫ γ3

γ2
h(γ)dγ∫ γ3

γ1
h(γ)dγ

−

∫ γ3

γ2

{{
h(γ3)∫ γ3

γ2
h(γ)dγ

− h′(γ)
h(γ)

}∫ γ

γ2

1
γ̃−(γ3−pB)

dγ̃+ 1
γ3−pB

}
h(γ)dγ∫ γ3

γ2
h(γ)dγ

∫ γ2

γ1
h(γ)dγ∫ γ3

γ1
h(γ)dγ

+

h(γ2)∫ γ2
γ1

h(γ)dγ

∫ γ2

γ1

∫ γ2

γ
1

γ̃−γ1
dγ̃h(γ)dγ∫ γ2

γ1
h(γ)dγ

+

h(γ2)∫ γ3
γ2

h(γ)dγ

∫ γ3

γ2

∫ γ

γ2

1
γ̃−(γ3−pB)

dγ̃h(γ)dγ∫ γ3

γ2
h(γ)dγ

or, after some algebra

0>−
∫ γ2
γ1

{
−

∫γ2
γ1

h′(γ)dγ∫γ2
γ1

h(γ)dγ
+

h′(γ)
h(γ)

}∫ γ2
γ

1
γ̃−γ1

dγ̃h(γ)dγ∫ γ2
γ1

h(γ)dγ︸ ︷︷ ︸
condition 1A

∫ γ3

γ2

h(γ)dγ−
∫ γ3
γ2

{ ∫γ3
γ2

h′(γ)dγ∫γ3
γ2

h(γ)dγ
− h′(γ)

h(γ)

}∫ γ
γ2

1
γ̃−(γ3−pB)

dγ̃h(γ)dγ∫ γ3
γ2

h(γ)dγ︸ ︷︷ ︸
condition 1B

∫ γ2

γ1

h(γ)dγ

−
∫ γ2
γ1

{
− h(γ2)∫γ3

γ2
h(γ)dγ

∫ γ2
γ

1
γ̃−γ1

dγ̃ + 1
γ1

}
h(γ)dγ∫ γ2

γ1
h(γ)dγ

∫ γ3

γ2

h(γ)dγ −

∫ γ3
γ2

{
− h(γ2)∫γ2

γ1
h(γ)dγ

∫ γ
γ2

1
γ̃−(γ3−pB)

dγ̃ + 1
γ3−pB

}
h(γ)dγ∫ γ3

γ2
h(γ)dγ

∫ γ2

γ1

h(γ)dγ

︸ ︷︷ ︸
conditions 2 and 3

• conditions 1A and 1B:

−

∫ γ̄

γ
h′(γ̃)dγ̃∫ γ̄

γ
h(γ̃)dγ̃

h(γ)+h′(γ) is monotone decreasing⇔−

∫ γ̄

γ
h′(γ̃)dγ̃∫ γ̄

γ
h(γ̃)dγ̃

h′(γ)+h′′(γ)< 0︸ ︷︷ ︸
condition 1

as
∫ γ̄

γ

{
−

∫ γ̄
γ h′(γ̃)dγ̃∫ γ̄
γ h(γ̃)dγ̃

h(γ)+h′(γ)

}
dγ = 0 and

∫ γ2

γ
1

γ̃−γ1
dγ̃ is decreasing and

∫ γ

γ2

1
γ̃−(γ3−pB)

dγ̃ is

increasing, we have that

0<

∫ γ2

γ1

{
−
∫ γ2

γ1
h′(γ)dγ∫ γ2

γ1
h(γ)dγ

h(γ)+h′(γ)

}∫ γ2

γ

1

γ̃− γ1
dγ̃dγ and

0<

∫ γ3

γ2

{
−

{
−
∫ γ3

γ2
h′(γ)dγ∫ γ3

γ2
h(γ)dγ

h(γ)+h′(γ)

}∫ γ

γ2

1

γ̃− (γ3 − pB)
dγ̃

}
dγ

which are conditions 1A and 1B.

• conditions 2 and 3:

0>−

∫ γ2

γ1

{
−

∫ γ2
γ

h(γ2)
γ̃−γ1

dγ̃∫ γ3
γ2

h(γ)dγ
+
∫ γ3

γ2

h(γ)

γ1
dγ

}
h(γ)dγ∫ γ2

γ1
h(γ)dγ

−

∫ γ3

γ2

{
−

∫ γ
γ2

h(γ2)
γ̃−(γ3−pB)

dγ̃∫ γ2
γ1

h(γ)dγ
+
∫ γ2

γ1

h(γ)

γ3−pB
dγ

}
h(γ)dγ∫ γ3

γ2
h(γ)dγ

⇔

0>h(γ2)

∫ γ2

γ1

∫ γ2

γ
1

γ̃−γ1
dγ̃h(γ)dγ∫ γ2

γ1
h(γ)dγ

−
∫ γ3

γ2
h(γ)dγ

γ1
+h(γ2)

∫ γ3

γ2

∫ γ

γ2

1
γ̃−(γ3−pB)

dγ̃h(γ)dγ∫ γ3

γ2
h(γ)dγ

−
∫ γ2

γ1
h(γ)dγ

γ3 − pB
⇔

0>h(γ2)

∫ γ2

γ1
ln(γ2−γ1

γ−γ1
)h(γ)dγ∫ γ2

γ1
h(γ)dγ

−
∫ γ3

γ2
h(γ)dγ

γ1
+h(γ2)

∫ γ3

γ2
ln( γ−(γ3−pB)

γ2−(γ3−pB)
)h(γ)dγ∫ γ3

γ2
h(γ)dγ

−
∫ γ2

γ1
h(γ)dγ

γ3 − pB
⇔
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0>h(γ2)

∫ γ2

γ1
ln(γ2−γ1

γ−γ1
)h(γ)dγ∫ γ2

γ1
h(γ)dγ

−
∫ γ2

γ1
h(γ)dγ

γ2 − γ1
+h(γ2)

∫ γ3

γ2
ln( γ−(γ3−pB)

γ2−(γ3−pB)
)h(γ)dγ∫ γ3

γ2
h(γ)dγ

−
∫ γ3

γ2
h(γ)dγ

γ2 − (γ3 − pB)
⇔

0>

∫ γ2

γ1
ln(γ2−γ1

γ−γ1
)h(γ)dγ∫ γ2

γ1
h(γ)dγ

−
∫ γ2

γ1
h(γ)dγ

h(γ2)(γ2 − γ1)︸ ︷︷ ︸
<0, condition 2

+

∫ γ3

γ2
ln( γ−(γ3−pB)

γ2−(γ3−pB)
)h(γ)dγ∫ γ3

γ2
h(γ)dγ

−
∫ γ3

γ2
h(γ)dγ

h(γ2)(γ2 − (γ3 − pB))︸ ︷︷ ︸
<0, condition 3

Thus, conditions 1A, 1B, 2 and 3 reduce to:

−

∫ γ̄

γ
h′(γ̃)dγ̃∫ γ̄

γ
h(γ̃)dγ̃

h′(γ)+h′′(γ)< 0 for γ ∈ [γ, γ̄]

∫ γ

γ
ln(

γ−γ

γ̃−γ
)h(γ̃)dγ̃∫ γ

γ
h(γ̃)dγ̃

−

∫ γ

γ
h(γ̃)dγ̃

h(γ)(γ− γ)
< 0 for γ ∈ [γ, γ̄]∫ γ̄

γ
ln( γ̃−(γ̄−pB)

γ−(γ̄−pB)
)h(γ̃)dγ̃∫ γ̄

γ
h(γ̃)dγ̃

−
∫ γ̄

γ
h(γ̃)dγ̃

h(γ)(γ− (γ̄− pB))
< 0 for γ ∈ [γ, γ̄] and γ ≥ γ̄− pB

It is easy two see that when h(γ) is decreasing and concave, the above conditions are satisfied:

1. conditions 1A and 1B are obvious as the signs of both terms are negative and

−
∫ γ̄

γ
h′(γ̃)dγ̃/

∫ γ̄

γ
h(γ̃)dγ̃ > 0 when h(γ) is concave decreasing.

2. condition 2 can be seen as follows:

h(γ)(γ− γ)∫ γ

γ
h(γ̃)dγ̃

−

∫ γ

γ
h(γ̃)dγ̃

h(γ)(γ− γ)
< 0⇒

∫ γ

γ
ln(

γ−γ

γ̃−γ
)h(γ̃)dγ̃∫ γ

γ
h(γ̃)dγ̃

−

∫ γ

γ
h(γ̃)dγ̃

h(γ)(γ− γ)
< 0

and √
h(γ)h(γ)(γ− γ)<

∫ γ

γ

h(γ̃)dγ̃

and as
√
ab < a+b

2
⇔ 4ab < (a+ b)2 ⇔ 0< (a− b)2 which is always true when a ̸= b, we have

that

h′′(γ)< 0⇒
√

h(γ)h(γ)(γ− γ)<
h(γ)+h(γ)

2
(γ− γ)<

∫ γ

γ

h(γ̃)dγ̃

(as
h(γ)+h(γ)

2
(γ− γ) is the area under the trapezoid that is less than the area under h(γ̃)).

3. condition 3 can be seen as follows: With γ̄− pB = γ− ε, we rewrite:∫ γ̄

γ
ln( γ̃−(γ̄−pB)

γ−(γ̄−pB)
)h(γ̃)dγ̃∫ γ̄

γ
h(γ̃)dγ̃

−
∫ γ̄

γ
h(γ̃)dγ̃

h(γ)(γ− (γ̄− pB))
< 0⇔∫ γ̄

γ
ln( γ̃−(γ−ε)

γ−(γ−ε)
)h(γ̃)dγ̃∫ γ̄

γ
h(γ̃)dγ̃

−
∫ γ̄

γ
h(γ̃)dγ̃

h(γ)(γ− (γ− ε))
< 0⇔

h(γ)ε

∫ γ̄

γ

ln(
γ̃− (γ− ε)

γ− (γ− ε)
)h(γ̃)dγ̃− (

∫ γ̄

γ

h(γ̃)dγ̃)2 < 0
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We show that the right hand side is decreasing in γ̄ (and is zero for γ̄ = γ):

d

dγ̄

{
h(γ)ε

∫ γ̄

γ

ln(
γ̃− (γ− ε)

γ− (γ− ε)
)h(γ̃)dγ̃− (

∫ γ̄

γ

h(γ̃)dγ̃)2
}

= h(γ)ε ln(
γ̄− (γ− ε)

γ− (γ− ε)
)h(γ̄)− 2h(γ̄)

∫ γ̄

γ

h(γ̃)dγ̃ < 0⇔

0>h(γ)ε ln(
γ̄− γ+ ε

ε
)− 2

∫ γ̄

γ

h(γ̃)dγ̃

And as ln(1+ a)≤ a, we have

h(γ)ε
γ̄− γ

ε
− 2

∫ γ̄

γ

h(γ̃)dγ̃ < 0⇒ h(γ)ε ln(
γ̄− γ+ ε

ε
)− 2

∫ γ̄

γ

h(γ̃)dγ̃ < 0

and thus

h′′(γ)< 0⇒
h(γ)+h(γ)

2
(γ− γ)<

∫ γ

γ

h(γ̃)dγ̃⇒ h(γ)

2
(γ̄− γ)<∫ γ̄

γ

h(γ̃)dγ̃⇒ h(γ)ε ln(
γ̄− γ+ ε

ε
)− 2

∫ γ̄

γ

h(γ̃)dγ̃ < 0

and thus h(γ)ε
∫ γ̄

γ
ln( γ̃−(γ−ε)

γ−(γ−ε)
)h(γ̃)dγ̃ − (

∫ γ̄

γ
h(γ̃)dγ̃)2 is decreasing in γ̄, starting from 0 for

γ̄ = γ, which implies that it is negative.

□

Proof of Lemma 9: We have:

vA(γ1, γ2) = 1+

∫ 1

γ2

γ− γ2 + γ1
pA

h(γ)dγ+

∫ γ2

γ1

γ1
pA

h(γ)dγ+

∫ γ1

0

γ

pA
h(γ)dγ

we can rewrite the objective function as

L(γ1, γ2) =pA +

∫ 1

γ2

(γ− γ2 + γ1)h(γ)dγ+

∫ γ2

γ1

γ1h(γ)dγ+

∫ γ1

0

γh(γ)dγ

+ pA{
∫ 1

γ2

T (
γ− γ2 + γ1

pA
)h(γ)dγ+

∫ γ2

γ1

T (
γ1
pA

)h(γ)dγ+

∫ γ1

0

T (
γ

pA
)h(γ)dγ}

+(1− pA){
∫ γ2

γ1

T (
γ− γ1
1− pA

)h(γ)dγ}

and the conditions are: pB = γ2 − γ1 ⇒ 0 = dγ1
dγ2

= 1. We obtain via straightforward derivation:

dL̂

dγ2
=

∂L

∂γ1

dγ1
dγ2

+
∂L

∂γ2
=

∫ γ2

γ1

{
1− ln(

γ1
γ− γ1

)+ ln(
pA

1− pA
)

}
h(γ)dγ

Hence, the first order condition is Z(γ1, γ2) = 0 (and pB = γ2 − γ1), where

Z(γ1, γ2) =

∫ γ2

γ1

{
1− ln(

γ1
γ− γ1

)+ ln(
pA

1− pA
)

}
h(γ)dγ
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When Z = 0, the second derivative is d2L̂
dγ2

2
= dZ

dγ1
= ∂Z

∂γ1

dγ1
dγ2

+ ∂Z
∂γ2

and thus

dZ

dγ1
=−

∫ γ2

γ1

{
1

γ1
+

1

γ− γ1

}
h(γ)dγ−

{
1− ln(

γ1
γ1 − γ1

)+ ln(
pA

1− pA
)

}
h(γ1)

+

{
1− ln(

γ1
γ2 − γ1

)+ ln(
pA

1− pA
)

}
h(γ2)

with ∫ γ2

γ1

1

γ̃− γ1
h(γ̃)dγ̃ = h(γ1) ln(

γ2 − γ1
γ1 − γ1

)−
∫ γ2

γ1

ln(
γ̃− γ1
γ2 − γ1

)h′(γ̃)dγ̃

we have

dZ

dγ1
=−

∫ γ2

γ1
h(γ)dγ

γ1
+

∫ γ2

γ1

ln(
γ̃− γ1
γ2 − γ1

)h′(γ̃)dγ̃+

{
1− ln(

γ1
γ2 − γ1

)+ ln(
pA

1− pA
)

}
(h(γ2)−h(γ1))

As

0 =Z(γ1, γ2)⇒ ln(
pA

1− pA
) =−

∫ γ2

γ1

{
1− ln( γ1

γ−γ1
)
}
h(γ)dγ∫ γ2

γ1
h(γ̃)dγ̃

we have that

dZ

dγ1
=−

∫ γ2

γ1
h(γ)dγ

γ1
+

∫ γ2

γ1

ln(
γ̃− γ1
γ2 − γ1

)h′(γ̃)dγ̃+

∫ γ2

γ1

{
1− ln(

γ1
γ2 − γ1

)

}
h′(γ)dγ

−
∫ γ2

γ1

{
1− ln(

γ1
γ− γ1

)

}
h(γ)dγ

∫ γ2

γ1
h′(γ̃)dγ̃∫ γ2

γ1
h(γ̃)dγ̃

and after some algebraic manipulation:

dZ

dγ1
=

∫ γ2

γ1

{
− 1

γ1
+

{
h′(γ)

h(γ)
−
∫ γ2

γ1
h′(γ̃)dγ̃∫ γ2

γ1
h(γ̃)dγ̃

}
ln(γ− γ1)

}
h(γ)dγ < 0⇔

0>− 1

γ1
+

∫ γ2

γ1

{
h′(γ)

h(γ)

∫ γ2

γ1

h(γ̃)dγ̃− (h(γ2)−h(γ1))

}
ln(γ− γ1)h(γ)dγ

1

(
∫ γ2

γ1
h(γ̃)dγ̃)2

and with γ1 = γ, ∆ = 0 and γ2 = γ̄, we obtain the same expression of Equation (13) for which a

sufficient condition is that h(γ) is concave.

□

Proof of Lemma 10 Via straightforward derivation, we have:

h′(γ) =
d

dγ

{
1

g(Ḡ−1(γ))

}
=

g′(Ḡ−1(γ))

(g(Ḡ−1(γ)))2
1

g(Ḡ−1(γ))
and

h′′(γ) =
d2

dγ2

{
1

g(Ḡ−1(γ))

}
=

g′′(Ḡ−1(γ))

g(Ḡ−1(γ))
(g(Ḡ−1(γ)))3 − g′(Ḡ−1(γ))3(g(Ḡ−1(γ)))2 g′(Ḡ−1(γ))

g(Ḡ−1(γ))

(g(Ḡ−1(γ)))6

=
g′′(Ḡ−1(γ))g(Ḡ−1(γ))− 3(g′(Ḡ−1(γ)))2

(g(Ḡ−1(γ)))5
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and thus h(γ) is decreasing concave when g(ω) is decreasing concave too.

□

4. Optimal information structures for ω̄=4

Figures 14 - 19 show the optimal information structures when ω̄= 4 and there is a single announce-

ment at t= 0. As shown in Figure 13, each possible information structure is assigned a color, with

ordinal information structures (e.g., ABBB, AABB) various shades of green and onion structures

(e.g., ABAA, AABA) various shades of red. The structure ABAB is neither ordinal nor onion and

is assigned a gray color.

Figure 13 Legend for optimal information structures for ω̄ = 4 in Figures 14 - 19 (color figure can be viewed in

on-line document)

In Figures 14 - 19 the x-axis is g−1
2 and the y-axis is g−1

3 . The value of g−1
1 is constant for each

Figure (e.g., in Figure 14, g−1
1 = 0.01) and therefore g−1

4 = 1−g−1
1 −g−1

2 −g−1
3 is determined as well.

The six plots within each figure show how the optimal structures change as β varies, from β = 0

for loss averse customers to β = 10,000 for essentially risk-conscious customers.

Examining the pattern within each Figure, onion information structures are dominant when

customers are loss-averse and ordinal structures are dominant when customers are risk conscious

- a pattern we also saw for ω̄ = 3 in Section 4.1 and the numerical experiments in Section 5,

Looking across Figures, given a low value of β, AABA tends to be optimal for low values of

g−1
1 , ABBA for medium values of g−1

1 , and ABAA for high values of g−1
1 . Likewise, when β is

large, AAAB/AABB/ABBB are optimal for low/medium/high values of g−1
1 . The latter pattern is

intuitive: to minimize the variance of the posterior distribution, provide the most precise outcomes

for the most likely delay durations.

That said, any of the seven possible information structures may be optimal for particular values

of the prior distribution and β, and the optimality patterns across the prior distributions are

complex.
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Figure 14 Optimal Structure for ω̄= 4, g1 = 0.01 (color figure can be viewed in on-line document)

Figure 15 Optimal Structure for ω̄= 4, g1 = 0.1
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Figure 16 Optimal Structure for ω̄= 4, g1 = 0.25

Figure 17 Optimal Structure for ω̄= 4, g1 = 0.5
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Figure 18 Optimal Structure for ω̄= 4, g1 = 0.7

Figure 19 Optimal Structure for ω̄= 4, g1 = 0.9
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