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Instructions: No doubts will be entertained. If you feel question is incorrect, or
incomplete or required assumptions, please write your justifications clearly.

. Zipf’s law states that if the word types in a corpus are sorted by frequency, then the frequency of the
word at rank r is proportional to ¥, where s is a free parameter, usually around 1. Solve for s using
the counts of the first and second most frequent words, ¢; and co.

. For a trigram language model, show the maximum likelihood estimate of conditional probability
R _ c(wj,wg,w;)
Pmte(Wilwj, wg) = = =252

ECRTARE where ¢ indicates count. Your derivation must include all required
7
assumption.

. Consider a unigram language model over a vocabulary of size V. Assume that a word appears m
times in a corpus with M tokens in total. With additive smoothing of «, for what values of m, is the
smoothed probability greater than the unsmoothed probability?

. Discuss intuition and advantage of backoff smoothing discussed in the class over additive smoothing
techniques.

(a) Let x and w are two vectors in R™, and A € R™*? be a matrix. Prove the following
w-(Ax)=w -x
where w' = ATw and AT is the transpose of the matrix.
(b) Consider a single layer neural network defined as
¢(x;0) = g(Wx +b)
where z € RE, W € R™%4 b € R™ and g is defined as
g(z)=axz+c

where o € R is a constant, and ¢ € R™ is a vector. For the output layer, we define conditional
probability as

exp{v(y) - #(x;6) + 7}

s expiv(y’) - d(x;0) + vy }

Show that for any parameter value v(y) € R? and v, for y € Y, there are parameter values v/(y)
and 1, such that for all x,y,

pylx;0,v) = 5

exp{v/(y) - x + 7))
, eDV(y) X + 7}

p(ylx;0,v) = >

(c) Consider the function L : R™ — R™ defined component-wise as
Lyi(l) = lyi — log Z exp{ly]-}
yj€Y

OLy, (1)
al,, -

(b) Find out the value for agfi;j(l) for j # 1.

(a) Find out the value for




